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Abstrakt

Vidycky déldm to, co neumim, abych se pfipadné naudil,
Jjak to délat.
— Pablo Picasso

Bilkoviny, geny a geneticky kod jsou nejzakladnéj§imi funkcemi pro zivot. V Zivych organismech plni bilkoviny
fadu funkeci z nichz katalyticka funkce nékterych bilkovin, tzv. enzym, je tou nejzasadnéjsi protoze enzymy urychluji
specifické chemické reakce, nezbytné k Zivotnim procestim. Pochopeni zakladnich principt Zivota vyzaduje detailni
pochopeni funkce enzymu. JelikoZ funkce enzymu je urcéena jeho strukturou a dynamikou, objasnéni funkce vyzaduje
pochopeni vztahu mezi strukturou, dynamikou a funkei pro kazdyjednotlivy enzym. Tyto tii vlastnosti musi byt navic
vnimany z evoluéniho hlediska, protoze nic v biologii nemé smysl, pokud to neni brano z pohledu evoluce. Kazdy
jednotlivy enzym si zaslouzi byt studovan, protoze kazdy enzym miize poskytnout dulezité informace o strukturné-
dynamicko-funkénich vztazich, které mohou byt pripadné zobecnény pro dalsi enzymy, potazmo bilkoviny jako celek, a
to z davodu omezeného mnozstvi mozného trojrozmérného usporadani struktury bilkoviny.

a/B-hydroléazové trojrozmérné usporadani je jednim z nejuniverzalnéjsich, protoze podporuje fadu hydrolytickych
funkci, véetné hydrolytické dehalogenace katalyzované enzymy halogenalkandehalogendzami. Tyto enzymy pritahuji
pozornost védct pies dvacet let z mnoha divodu, véetné toho, Ze nalezi k univerzalnimu trojrozmérnému usporadani,
a Ze diky schopnosti podilet se na odstranovani jedovatych halogenovanych slouéenin vnesenych do Zivotniho prostiedi
élovékem maji potencidlné nezanedbatelny ekologicky vyznam. Halogenalkandehalogenazy katalyzuji hydrolytickou
dehalogenaci halogenovanych alifatickych uhlovodikt na p¥islusny alkohol, halogenidovy anion a proton. Hydrofébni
charakter substrati halogenalkandehalogenaz vyzaduje, aby bylo aktivni misto téchto enzymua vnoirené, a tim
chranéno od vnéjsiho vodného prostfedi. Na druhou stranu, vyména molekul vod, substratu a produkti mezi
vnorenym aktivnim mistem a vnéj$im prostiedim musi byt zgjisténa tak, aby umoznila u¢innou dehalogenac¢ni funkei.
S cilem lépe pochopit procesy vymény reakénich molekul na atoméarni drovni, molekulové-dynamické simulace byly
provedeny s halogenalkandehalogendzou DhaA z bakterie Rhodococcus rhodochrous NCIMB 13064. Na zakladé
téchto simulaci byly navrzeny mutace a mista vhodna k mutacim v cestach, které mohou potencialné slouzitk vyméné
molekul. Tyto cesty a vyménné procesy byly ddle podrobné prozkoumaény a interpretovany ve svétle experimentalnich
dat: mutageneze, dehalogenacéni aktivity, stability sekundarni struktury a trojrozmérné rentgenové krystalové
struktury.

Uéinny mechanismus umoznujici kontrolovanou vyménu molekul byl vytvofen v enzymu DhaA nahrazenim
nékterych alifatickych aminokyselinovych zbytka velkymi aromatickymi v hlavni vyménné cesté, tzv. hlavnim tunelu.
Timto bylo dosazeno az 26ti nasobného zvyseni uéinnosti mutantii DhaA v dehalogenaci jedovaté slouéeniny 1,2,3-
trichlorpropanu. Vnesené mutace zpusobily, Ze se hlavni tunel zménill z trvale otevieného na piechodné otevieny,
ktery se otevira a zavira podle faze reakéniho cyklu. Pfechodné otevieni muze byt vyvolano molekulami vody, které
vstupuji z vnéjsiho prostiedi do aktivniho mista, kde solvatuji produkty reakce. Na druhou stranu, v nepiitomnosti
halogenidového aniontu v aktivnim misté, je toto dostateéné odstinéno od vnéjsiho prostiedi a brani molekuldam vod ve
vstupu do aktivniho mista, kde by mohly soupetit s molekulou substratu a branit tak jeho vazbé do reaktivni pozice
pro prvni chemicky krok dehalogenaéni reakce. Cesty nalezené v halogenalkandehalogendze DhaA a jejich
mutantech, a mechanismy vymeény substriatu, produktd a vod naznacuji dtlezitost dynamiky pro funkci
halogenalkandehalogenaz. Nalezené cesty také poslouZzily jako poéateéni zkusSebni sada p¥i vyvoji algoritmu CAVER
2.0, slouziciho pro rychly vypocet a charakterizaci cest, které vedou z vnorené dutiny v bilkoviné na povrch. Tento
piistup m4, v kombinaci s molekulovou dynamikou, potencial ddle podnécovat vyzkum s cilem pochopit vztahy mezi
strukturou, dynamikou a funkeci bilkovin s vnofenym vazebnym ¢i aktivnim mistem.

Klicova slova: Protein, enzym, halogenalkandehalogenaza, vnorené aktivni misto, tunel, odchod produkti, vyména
molekul vod, molekulové-dynamicka simulace, navrh mutanti, CAVER



Abstract

I am always doing that which I cannot do, in order that I
may learn how to do it.
— Pablo Picasso

Proteins, genes and genetic code are the most fundamental functions required for life. Among the proteins, those
with catalytic functions, the so-called enzymes, are fundamentally the most important because they speed up specific
and otherwise too slow chemical reactions to sustain living processes. Understanding the underlying principles of life
thus requires understanding enzyme function to the very deepest level. Since the function is determined by protein
structure and dynamics, elucidation of the underlying principles of enzyme function requires detailed understanding
of relationships between structure, dynamics and function for every particular enzyme. Moreover, these properties
must be considered from evolutionary perspective because nothing in biology has sense unless in the view of evolution.
Every single enzyme is worth of study because every enzyme can reveal important information on the structure-
dynamics-function relationships, that might be possibly generalised to some other enzymes, and proteins in general,
when considering limited space of three-dimensional protein folds.

a/B-hydrolase fold is one of the most versatile protein folds as it supports various hydrolytic functions including
hydrolytic dehalogenation catalysed by haloalkane dehalogenases. These enzymes have attracted scientists since 80s
for many reasons, including their belonging to the versatile fold and potentially high ecological importance in removal
of toxic halogenated xenobiotics from polluted environment. Haloalkane dehalogenases perform hydrolytic
dehalogenation ofhalogenated aliphatic hydrocarbons to corresponding alcohol, halide anion and proton. Hydrophobic
nature of the substrate implies necessity for the active site to be buried in the protein core, shielded from the bulk
solvent. Contrary, exchange of water, substrate and products between the buried active site and bulk solvent must be
efficient for effective dehalogenating function. Aimed at gaining better understanding of the exchange processes at
atomic level, molecular dynamics simulations of haloalkane dehalogenase DhaA from Rhodococcus rhodochrous
NCIMB 13064 were employed/conducted: (i) to design mutations and hot spots for mutagenesis in exchange pathways;
(i) to identify product release and water exchange pathways, protein-product, protein-water and product-water
interactions; and (iii) to interpret them in the light of experimental data: mutagenesis, dehalogenating activities,
secondary structure stabilities and three-dimensional protein X-ray crystal structures.

An efficient gating mechanism allowing controlled exchange of molecules was established in the DhaA enzyme by
introducing aromatic substitutions in the main exchange route, the so-called main tunnel, causing up to 26-fold
improvement in catalytic performance of DhaA mutants towards non-natural xenobiotic, 1,2,3-trichloropropane. The
mutations caused change of the main tunnel from permanent to transient that opens temporarily according to the
phase of reaction cycle. Transient opening can be induced by water from bulk solvent that enters the active site to
solvate products. On the other hand, in the absence of the halide anion in the active site, the shielding is efficient to
hinder water from entering the active site where it would unfavourably compete with a substrate and disturb its
binding into reactive position for initial chemical step of the dehalogenating reaction. Pathways identified in the
DhaA haloalkane dehalogenase and its mutants and mechanisms of substrate, product and solvent exchange signify
importance of dynamics for the function of haloalkane dehalogenases The identified pathways also serve as an initial
validation set for development of CAVER 2.0 tunnel calculation algorithm, an approach for rapid evaluation of
possible pathways leading from a buried cavity to surface in proteins that has, together with molecular dynamics
simulations, a potential to stimulate further research on proteins aimed at understanding structure-dynamics-
function relationships of proteins with buried binding or active sites.

Keywords: Protein, enzyme, haloalkane dehalogenase, buried active site, tunnel, product release, water exchange,
molecular dynamics simulation, design of mutants, CAVER
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1 Introduction

A textbook is like a guide who tells you “there are thirty-
six chambers in the castle” and shows you only
compartment ceiling in the castle souvenir shop.

1.1 Life
1.1.1 Definition of life

Fundamental functions of life. Genes, genetic code and proteins are the most fundamental functions required for
life (Ruiz-Mirazo et al., 2004; Ikehara, 2005). Genes are segments on double-stranded deoxyribonucleic acid
(dsDNA) coding for single-stranded ribonucleic acids (ssRNA) via nucleotide base-pairing complementarity, or
functioning directly as regulatory elements.

RNA functions. RNA molecules fundion in translation (mRNA, tRNA and rRNA), ribosome maturation (snoRNA),
RNA processing (snRNA and sno RNA), replication (telomerase RNA in eukaryotes), editing (eukaryotes), protein
translocation (SRP RNA), cellular transport (vRNA in eukaryotes), translation quality control (tmRNA in eubacteria)
and functions of many others has not yet been determined (Jeffares et al., 1998; Meli et al., 2001). Of all the types
of RNA, tRNA is principally the most important because it plays the central role in translation of nucleotide sequence
of mRNA into amino acid sequence of a protein by using the language of a genetic code, i.e. specific assignment of
amino acids to nucleotide triplets (Nirenberg et al., 1965; Soll et al., 1965), while ribosome increases rate and
fidelity of the process (Woese, 2001; Rodnina et al., 2007).

Protein functions. Proteins have catalytic (enzymes) or non-catalytic function; the latter includes structural
proteins, transport proteins, motor proteins, signaling proteins, storage proteins, receptors, some hormones, and
antibodies (Schmidt & Lamzin, 2007). Of all the protein functions, enzymes are principally the most important
because they speed up specific and otherwise too slow chemical reactions (Koshland Jr., 2002b). If a constant source
of energy is available, the increased rate of enzyme-catalysed reactions allows highly organised, high-entropy living
organism to maintain itself against unevitable thermodynamic losses via processes of metabolism (Koshland Jr.,
2002b; Ruiz-Mirazo et al., 2004; Mulkidjanian & Galperin, 2007).

Enzymes. Enzyme kinetics depends on concentration of both enzymes and their substrates. Therefore, to sustain
life, living organisms are organised into compartments, cells, i.e. containers of a limited volume, surrounded by a
semi-permeable active boundary, a membrane, and eventually by additional structures (Koshland Jr., 2002b; Ruiz-
Mirazo et al., 2004). Even in the limited volume of a cell, however, thousands of reactions are occurring at the same
time. In order to prevent enzymes to be confused by other reactions, they are characterised by seclussion, i.e. by some
degree of substrate specificity on hand (Morowitz, 1999; O'brien & Herschlag, 1999; Ruiz-Mirazo et al., 2004),
and by some degree of plasticity on the other hand (O'brien & Herschlag, 1999; Ruiz-Mirazo et al., 2004).

Evolution. Regeneration and repair of structures of a living organism, as the fight against thermodynamic losses,
is not perfect, thus leading to gradual decay, which can be especially harmful if the decay is associated with changes
in DNA (Koshland Jr., 2002b). Living organisms use a clever trick to prevent from the decay — starting over via
DNA replication and cell division, eventually by the birth of an infant (Koshland Jr., 2002b). Even the replication,
however, is not perfect and therefore leads to changes in DNA and consequently in gene products. Depending on the
change, and interaction with external environment, the change can be harmful, harmless or even beneficial for the
living organism. The trade-off between perfection of regeneration and repair, and errors in the processes defines the
ability of a living system to change, i.e. to evolve, to improvise (Koshland Jr., 2002b; Mulkidjanian & Galperin,
2007). Evolution alone is, however, too slow process for an organism occurring in rapidly changing environment.
Therefore, living organisms also possess feedback and feedforward adaptability mechanisms, implemented in the
program defined by DNA (Koshland Jr., 2002b).

PICERAS. In summary, life is based on seven fundamental principles — program, improvisation,
compartmentalisation, energy, regeneration, adaptability and seclussion (PICERAS), as noted by Koshland Jr.
(2002b; Fig 1).
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1 Introduction

Fig 1 | PICERAS. There are seven pillars of life (from left to right):
program (P), improvisation (I), compartmentalisation (C), energy (E),
regeneration (R), adaptability (A) and seclussion (S). Redrawn according to
Koshland Jr. (2002b).

1.1.2 Origin of life

Key macromolecules in PICERAS. Two types of biological macromolecules, nucleic acids and proteins, play the
two key roles in the PICERAS to sustain life of a living organism — informational (DNA and RNA) and catalytic (RNA
and proteins). Evolutionary, it is not clear whichever of the three macromolecules came first.

Theories on the origin of life. It is generally accepted that: (i) biotic era, characteristic by existence and evolution of
living organisms, was preceded by a pre-biotic era; and (ii) the first biotic, i.e. living, organism, being at the same time
the Last Universal Common Ancestor (LUCA) and appearing presumably 3.8 billion years ago (Maher & Stevenson,
1988), i.e. only 200 million years after the end of Earth's bombardment (Davies, 2001), already possessed the
PICERAS (Koshland Jr., 2002b). It is also assumed that RNA molecules preceded DNA and that RNA molecules in
contemporary organisms are relics of an ancient, pre-biotic era. Consequently, two alternative scenarios on the origin
of life were proposed and described as RNA world hypothesis by Gilbert (1986; Fig 2a), and [GADV]-protein world
hypothesis by Ikehara (2002; Fig 2b).

(a) RNA world (b) [GADV]-protein world
_ p Genetic > Protein [GADV]- | Nucleotides Genetic
RNA code synthesis proteins —> (RNA) — “code
(Self-replication) T l (Pseudo-replication) T l
Nucleotides Birth of life [GADV]- Birth of life
amino acids

Fig 2 | Two hypotheses on the origin of life. (a) RNA-world hypothesis, (b) [GADV]-protein world hypothesis. Redrawn according
to Ikehara (2002).

RNA world hypothesis. According to RNA world hypothesis, chemical reactions involving inorganic and simple
organic compounds yielded ribonucleotides which oligomerised and polymerised into RNA molecules possessing, at
first, ultra-violet (UV) light-driven self-replication ability (Mulkidjanian & Galperin, 2007), information storage
and structural role (Yarus, 1999; Woese, 2001; Brosius, 2003; Chen et al., 2007). Subsequently, RNA molecules
acquired additional catalytic functions resulting in a primitive RNA-metabolising system (Yarus, 1999; Woese, 2001;
Brosius, 2003; Chen et al., 2007) surrounded by a membrane composed of subunits synthesised by RNA (Ma & Yu,
2006; Chen et al., 2007). Association of RNA molecules with amino acids (Yarus, 1988; Yarus & Christian, 1989;
Kuhn & Waser, 1994; Knight & Landweber, 1998; Yarus, 1998; Szathmary, 1999; Yarus, 1999) led to the origin
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1 Introduction

and evolution of genetic code governed by the order of appearance, i.e. biosynthesis, of amino acids (Tables 1 and 2;
Kuhn & Waser, 1994; Szathmary, 1999) and two physico-chemical constraints (Table 3; Szathmary, 1999;
Lehmann, 2000): (i) hydrophobicity, involved in the process of attachment of amino acid to tRNA, and (ii) volume,
involved in peptide bond formaton via stereopopulation control (Milstien & Cohen, 1970; Szathmary, 1999).
Establishing of the genetic code determined the relationship between RNA and proteins and resulted in transition
from the RNA world to RNA-protein (RNP) world. Most of RNA catalytic functions, especially those with limiting
chemical steps, i.e. not diffusion (Jeffares et al., 1998), were passed to more catalytically versatile and/or efficient
proteins (Cech, 1993; Miiller, 2006; Chen et al., 2007) ultimately leading to seperation of phenotype from genotype
in both space and type of macromolecule (Szathmary, 1999; Dworkin et al., 2003; Ruiz-Mirazo et al., 2004).
Although, the first proteins of RNP world are thought to be non-catalytic chaperone-like RNA binding proteins (Poole
et al., 1998).

Table 1 | Sequence of the amino acids in the order in
which they were coded for.*”

Group 1 Group 2 Group3
Gly Lys Phe
Ala Arg Tyr

Asp/Glu Gln/Asn His
Val Pro Cys

Leu/Ile Met
Ser Trp
Thr

*Redrawn according to Kuhn & Waser (1994).
"Groups and amino acids within each group are ordered
by the order of appearance.

Table 2 | Origin of genetic code.™”

Stage Code

A GGC and GCC
B GNC

C GNN

D PulNN

E NNN

F Pu/Py*

G AUN/UPuPu*

*According to Kuhn & Waser (1994).
"N = G/C/A/T; Pu = G/C; Py = A/T.
‘Distinguishing Pu/Py at 3™ position.
‘Differentiating AUN and UPuPu.

Arguments in favour of the RNA world hypothesis. The RNA world hypothesis is based on discovery of self-splicing
of Tetrahymena pre-rRNA in early 1980s (Kruger et al., 1982; Guerrier-Takada et al., 1983). Since then, many
catalytic RNA molecules have been identified. The RNA world hypothesis is further supported by the following
findings: (i) dual, informational and catalytic, function of RNA (Miiller et al., 2006); (ii) experimentally
demonstrated RNA-catalysed RNA synthesis (Johnston et al., 2001); (iii) ability of RNA to catalyse amino acid
activation, aminoacyl-tRNA synthesis and peptide bond formation (Meli et al.,, 2001; Steitz & Moore, 2003;
Vlassov et al., 2005; Rodnina et al., 2007); (iv) presence of conserved nucleotide cofactors in contemporary enzymes
(White, 1976; Benner et al., 1989); (v) RNA-primed DNA replication (Itoh & Tomizawa, 1980); (vi) feasible
synthesis of DNA from RNA precursors (Lazcano et al., 1988); (vii) high catalytic rate compared to uncatalysed
reaction, e.g. 350/min rate of RNA cleavage by Tetrahymena ribosyme corresponding to ~ 10" acceleration (Cech,
1993; Jeffares et al., 1998); (viii) versatility of RNA catalyst, e.g. transesterification and hydrolysis of phosphate
diesters and monoesters, aminoacyl eseterase activity, general acid-base catalysis, and metal ion-assisted catalysis
(Cech, 1993; Doudna & Lorsch, 2005); and (ix) catalytic superiority of proteins over RNA (Jeffares et al., 1998).

Arguments against the RNA world hypothesis. At the same time, however, RNA world hypothesis still suffers from
several unresolved issues of which at least some might be unresolvable (Ikehara, 2002): (i) pre-biotic synthesis of
nucleotides under presumed pre-biotic conditions has not been demonstrated so far (Orgel, 1998; Ma & Yu, 2006;
Anastasi et al., 2007); (ii) polyphoshpates were not abundant in pre-biotic compounds (Keefe & Miller, 1995); (iii)
alternative possibility of RNA being result of a biotic invention (Lazcano & Miller, 1996; Orgel, 1998; Anastasi et
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1 Introduction

al., 2007), i.e. being preceded by a simpler informational macromolecule, denoted generally as XNA [e.g. TNA, threose
nucleic acid (Anastasi et al., 2007), GNA, glycol nucleic acid (Anastasi et al., 2007), or PNA, backbone of
ethylenediamine monoacetic acid (Nielsen, 1993)], seems also unlikely just for the same reasons of unfeasible
synthesis of building blocks and/or their polymerisation, and transition from XNA to RNA (Orgel, 1998; Anastasi et
al., 2007); (iv) although our inability to synthesise RNA under presumed pre-biotic conditions cannot be taken to
mean that the particular thing cannot be done (Woese, 2001; Pross, 2004), if RNA could be formed in the pre-biotic
era, then much simpler amino acids (Di Giulio, 1997; Ikehara, 2005; Chen et al., 2007) and their polymers,
proteins, could be formed as well (Di Giulio, 1997; Ikehara, 2005); therefore, pure RNA world could have never
existed; instead, RNA were in actual fact tRNA-like molecules covalently linked to polypeptides (Di Giulio, 1997); (v)
it is impossible for RNA to self-replicate because RNA does not have stable tertiary structure required to exhibit
genetic function on nucleotide sequence as a template, whereas RNA must be folded into stable tertiary structure to
exhibit catalytic functions; and (vi) last, and most importantly, RNA world hypothesis treats origin of genes, genetic
code, proteins and life independently (Table 4; Ikehara, 2002; Ikehara, 2005), providing space for the question of
‘how self-replicated RNA could acquire any genetic information for protein synthesis? (Szathmary, 1999; Ikehara,
2005).

Table 3 | Symmetrical representation of universal genetic code.*>*%<f

1* position 24 position 34 position
U C G A
U Phe Ser Cys Tyr U
Phe Ser Cys Tyr C
Leu Ser Trp Stop G
Leu Ser Stop/Sec? Stop A
C Leu Pro Arg His U
Leu Pro Arg His C
Leu Pro Arg Gln G
Leu Pro Arg Gln A
G Val Ala Gly Asp U
Val Ala Gly Asp C
Val Ala Gly Glu G
Val Ala Gly Glu A
A Ile Thr Ser Asn U
Ile Thr Ser Asn C
Met Thr Arg Lys G
Ile Thr Arg Lys A

*According to Lehmann (2000).

"Nucleotides are ordered by hydrophilicity from U (most hydrophilic) to A (most
hydrophobic).

‘Amino acids are ordered by hydrophobicity from left (most hydrophobic) to right
(most hydrophilic).

4Small and large amino acids (except for Asn, Arg and Trp) are coded by codons with
G/C and A/U at the second position, respectively.

‘Degeneracy symmetry is highlighted with a thick line.

Four-fold and two-fold degenerate codon families are indicated by light yellow and
white boxes, respectively.

tSelenocysteine (Sec) is encoded by UGA codon only in presence of SECIS element in
mRNA of selenoproteins.

[GADV]-protein world hypothesis. All the above mentioned deficiencies of the RNA world hypothesis have been
addressed by the alternative [GADV]-protein world hypothesis (Ikehara, 2002) that states that there has never been
RNA world and that proteins composed of four amino acids, Gly, Ala, Asp and Val, preceded RNA. According to the
[GADV]-protein world hypothesis, the four amino acids, present in pre-biotic era, was the first and the simplest set of
amino acids to form water-soluble globular [GADV]-proteins via pseudo-replication in absence of genes (Ikehara,
2002; Ikehara, 2005). [GADV]-proteins satisfied first four out of six crucial indices of globular proteins at an
extremely high probability: (i) hydrophobicity (Ala) and hydrophilicity (Asp); (ii) a-helix formabilities (Ala); (iii) -
sheet formabilities (Val); (iv) B-turn formabilities (Gly); (v) acidic amino acid content; and (vi) basic amino acid content
(Ikehara, 2002). Importance of the six indices is deduced from the fact that they are constant in proteins encoded by
genes of different %GC content (Ikehara, 2002; Ikehara, 2005). Additionally, Asp would be indispensable in the
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construction of a catalytic centre on primeval proteins (Ikehara, 2005). It is believed that some [GADV]-proteins
could acquire peptide-bond formation catalytic function (Ikehara, 2002). Due to limited variety of proteins that could
be formed from the four amino acids, the catalytic [GADV]-proteins would become abundant. Expanding [GADV]-
proteins discovered catalysis of nucleotide and oligonucleotide synthesis. In this step, tight relationship between
[GADV]-proteins and nucleotides resulted in origin and evolution of a genetic code, because genetic code is too
complex to be formed with one stroke (Ikehara, 2005). [GADV]-amino acids became associated with various GNC
primeval tRNA molecules (N = G, C, A, or T) by specific interaction between [GADV]-amino acids and oligonucleotides
containing GNC, forming GNC primeval genetic code (Ikehara, 2005). Lengthwise arrangement of [GADV]-amino
acids and GNC primeval tRNA complexes accelerated [GADV]-protein synthesis through GNC primeval genetic code
system and formation of (GNC)n primeval genes through phosphodiester bond formation among GNC codons
(Ikehara, 2005). Single-stranded (GNC)n primeval genes developed to produce double-stranded RNA (dsRNA)
yielding primitive dsRNA genes and enabling inheritance and evolution of genetic information during propagation of
RNA sequences from ancestors to descendants. (GNC)n primeval genes and GNC primeval genetic code evolved to
genes and universal genetic code system of LUCA (Table 3) through (SNS), primitive gene-SNS primitive genetic
code system (S = G or C) by incorporating additional amino acids (Leu, Pro, His, Gln, Arg and Glu) into water-soluble
globular proteins with high probability (Ikehara et al., 2002), causing: (i) decreasing %GC content of genes; (ii)
increasing variability of protein functions; and (iii) expanding the metabolism (Ikehara, 2002; Ikehara, 2005).

Table 4 | Hypotheses related to the origin of life.”

Origin of Ikehara's hypotheses Examples of hypotheses
[Tkehara, 2002] by other scientists
Life [GADV]-protein world RNA-world (Gilbert, 1986)
Gene GC-NSF(a) Gene duplication (Ohno, 1970)
(SNS)n Exon shuffling (Gilbert et al., 1997)
Genetic code GNC primitive code RNY code” (Shepherd, 1981)
SNS primeval code WWW code® (Jimenéz-Sanchez, 1995)
Mitochondrial-type code (Osawa,1995)
Protein GC-NSF(a) 0%-order structure Sequence theory (Dill, 1990)
SNS 0"-order structure Structure theory (Dill, 1990)

*According to Ikehara (2002).
"R = purine, N = any nucleotide base, Y = pyrimidine.
‘W=AorU.

Arguments in favour of [GADV]-Protein world hypothesis. The [GADV]-protein world hypohesis, based on the
essential co-evolution of genes, genetic code and proteins (Table 4; Ikehara, 2002), is supported by the following
arguments: (i) conserved regions among homologeous proteins indicate that the proteins were produced from one
common ancestor, but not selected out independently from the sequence space with large diversity (Ikehara, 2002);
(i1) amino acids were undoubtedly present on the early Earth (Miller, 1953; Weber & Miller, 1981; Chen et al.,
2007); (iii) Gly, Ala, Asp and Val could easily be formed on primitive Earth (Miller, 1974); (iv) order of appearance of
amino acids, Gly, Ala, Asp, Val, Pro, Ser, Glu, Leu/Thr, Arg, Ile/Gln/Asn, His, Lys, Cys, Phe, Tyr, Met and Trp (Table
1; Kuhn & Waser, 1994; Trifonov, 2004) is coincident to a high degree with GNC-SNS primitive genetic code
hypothesis (Ikehara, 2005); (iv) genes can originate in overprinting antisense strands of GC-rich (> 60%) bacterial
genes due to highly biased repeating (GNC), sequence on sense strands with long non-stop frames (NSFs) on the
corresponding antisense strands (Ikehara & Okazawa, 1993; Ikehara et al., 1996; Ikehara, 2005); (v) feasibility
of formation of enzymatically active [GADV]-peptides formation was proven experimentally by repeating dry-heating
cycles and by solid phase peptide synthesis (Rode et al., 1997), yielding [GADV]-peptides that possessed peptide
bond hydrolysis activity with bovine serum albumin and B-galactoside bond hydrolysis activity (Ikehara, 2005); the
former activity is just opposite of peptide bond formation thus backward reaction is theoretically possible (Ikehara,
2005).

Origin of life mystery. Thus, although RNA world hypothesis has been widely accepted and more and more
evidences suggest the existence of RNA world during the origin of life, the scenario concerning the origin of the RNA
world remains blurry (Ma & Yu, 2006). The RNA world hypothesis can, as well as its alternative [GADV]-protein
world hypothesis prove to be wrong, or we may simply never understand the origin of informational and catalytic
macromolecules at the fullest (Trevors & Abel, 2004).

Early evolution of genes. Genome of the LUCA was fragmented eukaryotic-like dsDNA (Poole et al., 1998).
Transition from RNA to DNA had to occurr with higher DNA stability (Miiller et al., 2006) and high fidelity of DNA
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replication and repair systems being the primary reasons (Lupas et al., 2001). Early genes were only ~45 to 60
nucleotides in length (Gilbert et al., 1997)] and were fragmented due to low efficiency of transcription and
translation processes (Poole et al., 1998). Consequently, early genes encoded short peptides (McLachlan, 1972;
Lupas et al., 2001) that self-assembled into small multi-peptide complexes to perform function (Lupas et al., 2001).
The advantageous higher protein stability, higher robustness of the protein function against structural changes and
facilitating folding by removing processes of peptide diffusion, encounter and complex formation (Demchenko, 2001)
led to evolution of longer genes via fusion of shorter ones (Lupas et al., 2001), thus encoding larger proteins that
might be of polyphyletic origin (Lupas et al., 2001) and in which the structural changes could more efficiently fine-
tune protein function (Koshland Jr., 1976; Koshland Jr., 1998). Even in the LUCA, however, genes were separated
by introns which are believed to appear early in the evolution (Doolittle, 1978; Gilbert et al., 1997).

Early evolution of genome organisation. Rapid reproduction (Poole et al., 1998) and thermophily (Poole et al.,
1998) as a response on the surrounding environment were the driving forces for the loss of introns (Gilbert et al.,
1997), organisation of genome into single DNA molecule and its circularisation (Poole et al., 1998), and for reduced
dependence on ssRNA functionalities (Poole et al., 1998), ultimately leading to origin of prokaryotes. Such a
prokaryote-like model could conceivably have arisen more than once in evolution (Poole et al., 1998). Hence, instead
of being more ancient or more primitive than eukaryotes, prokaryotes are, in fact, more derived forms, adopted to
harsh and rapidly changing environment (Jeffares et al., 1998; Poole et al.,, 1998). Interestingly, genome
organisation of modern eukaryotes and their metabolism, heavily dependent on RNA, resemble those of the LUCA
(Jeffares et al., 1998; Poole et al., 1998).

1.2 Protein structure
1.2.1 Primary structure

Amino acids. Proteins are linear, unbranched polymers of a-L-amino acids (Sanger et al., 1955), defined by
genetic code and nucleotide sequence of a gene. There are altogether 20 amino acids defined by the universal genetic
code and thus definable by the gene, plus selenocysteine indirectly encoded by otherwise stop codon into the so-called
selenoproteins (Table 3). Hence, when omitting selenoproteins, for a protein composed of N amino acids, there are
20" possible protein sequences, the so-called primary structures. The amino acids have common methenyl (-C,H),
carboxyl (-COOH), and, except for Pro, amino (-NH,) group, and differ one to each other by a substituent attached to
the C, atom (Table 5). The substituents can be classified into several overlapping groups according to: (i) size (tiny,
small or large); (ii) type ofalkyl chain (aliphatic linear or cyclic, or aromatic); (iii) polarity (hydrophobic, hydrophilic or
amphiphilic); (iv) net charge (neutral or charged); (v) pK, of ionisable group (acidic or basic); and (vi) capacity for
participating in standard hydrogen bonding interaction (donor or acceptors, or both, or none) (Fig 3; Livingstone &
Barton, 1993). There are two special amino acids — Gly with no substituent on C, atom, and Pro with amino group
participating with the substituent in a five-membered heterocycle.

Table 5 | Structure of amino acids. (pp. 20-21)
Amino acid® Structure® Amino acid® Structure®
Glycine (Gly, G) o Tyrosine (Tyr, Y)

K \)J\OH OH

NH
HO 2
Alanine (Ala, A) o Tryptophan (Trp, W) H
N
%OH /
NHo NHo
OH
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Amino acid®

Structure”

Amino acid®

Structure®

Valine (Val, V)

Methionine (Met, M)

Leucine (Leu, L)

Cysteine (Cys, C)

Isoleucine (Ile, I)

Selenocysteine (Sec, U)

Proline (Pro, P)

Serine (Ser, S)

Phenylalanine (Phe, F)

@)

Threonine (Thr, T)

Asparagine (Asn, N)

Histidine (His, H)

o)
S
e \/\‘)J\OH
NHo
0]
Hs/ﬁ)kOH
NH»o
0]
HSe/\HJ\OH
NHo
0]
HO/\‘)J\OH
NHo
OH O
NHo
O
N
¢ J/YJ\OH
HN NH2

Glutamine (Gln, Q)

Lysine (Lys, K)

0]
HoN
2 \/\/\HJ\ OH
NHo NH»o
Aspartic acid (Asp, D) o Arginine (Arg, R) NH o
HO P
OH HoN H OH
O NH NHo
Glutamic acid (Glu, E) 0 0

*Three- and one-letter abbreviations are given in parentheses.

"Side-chains are highlighted in red.
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Hydrophilic

Aliphatic

- - - Negative

Hydrophobic Charged

Positive

Aromatic

Fig 3 | Physico-chemical properties of amino acids. Redrawn according to
Livingstone & Barton (1993).

Amino acid residues. Incorporation of amino acids into the protein occurs via formation of the so-called peptide
bond between carboxyl group of the last incorporated amino acid in the growing polypeptide chain attached to tRNA
and the free amino group of the following amino acid attached to another tRNA molecule (Woese, 2001; Rodnina et
al., 2007). The residual part of the amino acid incorporated into the polypeptide chain, i.e. the amino acid residue, is
constituted of two parts — main-chain (also known as “backbone”) and side-chain. Main-chain is formed by -[NH-C,H-
COl- group in all amino acid residues except for Pro (-[N-C,H-CO]l-), Gly (-INH-C,H,-CO]-), first amino acid residue
with free main-chain amino group ([NH,-C,H-CO]-; N-terminus) and last amino acid residue with free main-chain
carboxyl group (-[INH-C,H-COOH]; C-terminus). Side-chain is formed by substituent on the C, atom. The substituent
is unchanged upon incorporation but may undergo function-specific chemical modification or chemical modification
associated with protein aging. The main-chain distinguishes only Gly and Pro, whereas the rest of amino acids is left
undistinguishable. Side-chains, on the other hand, distinguish all the 21 amino acid residues.

1.2.2 Secondary structure

Protein backbone w dihedral angle. Peptide bond can exist in two resonance structures because of the resonance of
electrons between the double bond of the carbonyl group and the amide N-C bond. Consequently, N-C bond is ~10%
shorter than that found in usual C-N amine bonds, and has ~ 40% double-bond character (Scheme 1; Pauling et al.,
1951; Eisenberg, 2003). Due to electron delocalisation between atoms of the peptide bond, atoms of -[C,(i)-CO-NH-
Cy(i+1)]- group, where i is the rank of an amino acid residue in the protein sequence, lie in the same plane, and HN-
CO w dihedral angle should be ideally planar. Although, w dihedral angle can deviate from planarity as much as by ~
40° with tendency for lower (< 180°) values (Pauling et al., 1951; Ramachandran, 1968; Head-Gordon et al.,
1991; MacArthur & Thornton, 1996; Eisenberg, 2003).

H Ca H /Ca
N—C N — N= C\
CQ/ [e) Ca/ o

Scheme 1 | Resonance of peptide bond.

Protein backbone ¢ and @ dihedral angles. Direction of the protein backbone is determined by two dihedral
angles, ¢ and y, between two adjacent planes defined by -[C.(i)-CO-NH-C,(i+1)]- and -[C,(i+1)-CO-NH-C,(i+2)]-
groups, respectively (Fig 4; Pauling et al., 1951; Ramachandran et al., 1963). Values of ¢ and y dihedral angles
are somewhat restricted due to (i) the constraints of w dihedral angle, (ii) steric limitation from amino acid side-
chains, and (iii) regular nature of the protein backbone (Pauling et al., 1951; Ramachandran et al., 1963; Aurora
et al., 1997). The three constraints imposed on the protein backbone, together with hydrogen bonding capacity of the
backbone amide and carbonyl groups, cause that certain segments of the protein backbone exist as remarkably
regular geometries, the so-called secondary structure elements — either helical (Pauling et al., 1951) or extended
(Pauling & Corey, 1951b; Pauling & Corey, 1951c; Pauling & Corey, 1951d; Pauling & Corey, 1951f).
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"R
Cu—l \C®/ N¢\(‘<\§C@N /Ca+1
TR
H

Fig 4 | Main-chain dihedral angles. Main-chain
direction is defined by two dihedral angles, ¢ and y,
between two planes (shaded by light and dark grey),
determined by w dihedral angle.

Amino acid residue propensities. Different amino acid residues show different propensities for being part of the
secondary element, i.e. global propensities (Penel et al., 1999). Additionally, in the case of a helical geometry,
different amino acid residues show different propensities for being located at different positions within the helix, i.e.
local propensities (Penel et al., 1999), and also, except for Ala and Gly, adopting different side-chain conformations,
(defined by x; and ¥, dihedral angles), depending on the position within the helix, i.e. rotamer propensities (Doig et
al., 1997; Penel et al., 1999). Although, the physical background for secondary structure propensities is not yet fully
understood (Avbelj & Fele, 1998).

Helical geometry. Helical geometry was first proposed for globular proteins, haemoglobin and myoglobin, and for
fibrous proteins, a-myosin and keratin, by Pauling, Corey and Branson (Pauling et al., 1951) and its uniformly right-
handed twist was identified by Kendrew and co-workers (Kendrew et al., 1958; Kendrew et al., 1960; Kendrew,
1962). Helical geometry is the preferred state for the main-chain (Pauling et al., 1951) and thus the most abundant
secondary structure geometry (Ismer et al., 2008).

Three types of helices. There are three types of a helical geometry in proteins (Ismer et al., 2008) — a-helix, also
known as “3.7-helix” (Pauling & Corey, 1950; Pauling et al., 1951; Pauling & Corey, 1951a; Pauling & Corey,
1951d; Pauling & Corey, 1951e), 3,-helix (Richardson & Richardson, 1988) and 1-helix (Low & Baybutt, 1952;
Fodje & Karadaghi, 2002; Armen et al., 2003). They differ in (i) the number of residues per turn, (ii) the hydrogen
bonding pattern they form, (iii) radius, and (iv) occurrence in proteins determined by stability of the particular helical
geometry and by functional role (Table 6 and Fig 5; Ismer et al., 2008). Of the three types of a helical geometry,
a-helix is the most frequent, 3;-helix is less frequent and T-helix is the least common (Baker & Hubbard, 1984;
Barlow & Thornton, 1988). 3,-helix and 1-helix can be present as transient defect structures in a-helices at low
temperature (~ 0°) as a consequence of difference in relative thermodynamic stability, i.e. the difference in the free
energy of formation between the three helical geometries (Mikhonin & Asher, 2006).

Table 6 | Properties of helical conformations.

Property Helical conformation

310 a ™
Occurrence in X-ray crystal structures of ~ 20 ~ 80 <1
proteins (%)*
Number of amino acid residues per turn® 3.12 3.66 4.5
Hydrogen bonding pattern between NH i, 1+3 i,1+4 i, i+5
and CO groups in the core of the helix*
Radius (A)* 1.96 2.17 2.66
Unit rise (A)° 2.0 15 1.2
Length (average number of amino acid 3-5° 144 7
residues)
Special features - - Cylindrical hole down the

centre of the helix®

# According to Ismer et al. (2008).

> According to Fodje & Karadaghi (2002).

¢ According to Richardson & Richardson (1988).
4 According to Gunasekaran et al. (1998).

¢ According to Low & Baybutt (1952).
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(d)

Fig 5 | Geometry of helical conformations. (a) 3,-helix, (b) a-helix,
(e) m-helix; amino acid residues are represented by spheres (d).
Main-chain hydrogen bonding is indicated by dashed lines. Redrawn
according to Ismer (2008).

Stabilising interactions in a-helix. a-helix is the most frequent secondary structure element in proteins (Barlow
& Thornton, 1988). With its mean length of 14 amino acid residues (Gunasekaran et al., 1998), a-helix is by ten
and seven amino acid residues longer than typical 3,-helix and 1-helix, respectively (Richardson & Richardson,
1988; Fodje & Karadaghi, 2002), which is the consequence of easier elongation of a-helix compared to the other two
types of helical conformation (Rohl & Doig, 1996). a-helix-forming tendencies of amino acid residues are determined
by loss of side-chain conformational entropy upon helix formation and possibility of compensation by stabilising
interactions between side-chains or between side-chain and backbone (Aurora et al., 1997) because the first four
amide hydrogens, amino acid residue positions denoted as N-cap (Presta & Rose, 1988; Aurora & Rose, 1998), N1
(Cochran et al., 2001), N2 (Cochran & Doig, 2001) and N3 (Igbalsyah & Doig, 2004), and last four carbonyl
oxygens, amino acid residue positions denoted as C3, C2, C1 and C-cap (Presta & Rose, 1988; Aurora & Rose,
1998) of protein backbone in ao-helix necessarily lack intra-helical hydrogen bonds (Richardson & Richardson,
1988; Aurora & Rose, 1998). These unsatistifed atoms are capped by alternative hydrogen bond partners,
hydrophobic interactions (Aurora & Rose, 1998), and electrostatic interactions between side-chains of terminal
amino acid residues and the partial charges on unsatisfied polar groups (Shoemaker et al., 1987; Avbelj & Fele,
1998; Avbelj, 2000). The hydrogen bonds are donated by conventional OH and NH groups (Aurora & Rose, 1998;
Penel et al., 1999) and remarkably also by non-conventional CH, CH, and CH; groups (Pauling, 1960; Green, 1974;
Jeffrey & Maluszynska, 1982; Derewenda et al., 1995; Vargas et al., 2000; Scheiner et al., 2001; Manikandan
& Ramakumar, 2004). The non-conventional C-H...O hydrogen bonds are by no means insignificant, because for
every three conventional hydrogen bonds in a-helix there are two C-H...O hydrogen bonds (Manikandan &
Ramakumar, 2004). The non-conventional C-H...O hydrogen bonds in a-helices account for ~ 58% of all C-H...O
hydrogen bonds in a protein thus singifying their importance for stabilisation of a-helices (Manikandan &
Ramakumar, 2004).

Amino acid propensities in a-helix. The most prominent amino acid residue propensity features of a-helix are (i)
strong energetic and structural “preferences” for N1, N2 and N3 differing greatly one to each other and from positions
within a-helix interior (Doig et al., 1997; Penel et al., 1999). Specifically, there are high propensities for negatively
charged amino acid residues (ionic forms of Asp and Glu) at N-terminus (Cochran et al., 2001; Cochran & Doig,
2001) and positively charged amino acid residues (ionic form of His) at C-terminus of a-helix (Shoemaker et al.,
1985), giving rise to a-helix dipole moment (Chou & Fasman, 1974; Wada, 1976; Hol et al., 1978; Sheridan et al.,
1982; Shoemaker et al., 1985; Shoemaker et al., 1987), Note, the term “a-helix propensity” does not mean “a-helix
preference” (Creamer & Rose, 1992) because a-helical conformation is the preferred state of the backbone (Pauling
& Corey, 1951f), whereas a-helix-disfavouring factors must arise in the side-chains (Creamer & Rose, 1992;
Aurora et al., 1997). Among all the amino acid residues, the side-chain of Ala is the least destabilising (Merutka &
Stellwagen, 1990b; Creamer & Rose, 1992).

31-helix. 3i-helix can be formed at N- and C-termini of a-helices (Baker & Hubbard, 1984; Barlow &
Thornton, 1988) as an intermediate in the (un)folding of a-helices (Millhauser, 1995). Such a free interconversion
between a- and 3-helical geometries is possible due to absence of a disallowed region of backbone conformational
space, defined by ¢ and y dihedral angles, for L-amino acid residues (Rohl & Doig, 1996; Armen et al., 2003).
Initiation of 3,-helix is easier than a-helix because one fewer amino acid residue needs to be fixed in a helical
conformation before the first hydrogen bond is formed (Rohl & Doig, 1996). On the other hand, 3,,-helix elongation is
much less favourable compared to a-helix. Therefore, 3,-helix is usually only three to five amino acid residues long
(Richardson & Richardson, 1988). Another factor, influencing whether 3,-helix or a-helix is favoured or whether
both are possible, is the amino acid residue at N-cap position (Doig et al., 1997). 3,,-helix is characteristic by high
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propensity for His at the N-cap position, whereas Ser and Thr at the N-cap position disfavours 3,,-helix and favours a-
helix, and Asp/Asn/Pro may lead to either 3,-helix and a-helix (Doig et al., 1997).

m-helix. -helix is the least common among the three types of helices because of its lowest stability due to strong
temperature dependence (Ismer et al., 2008) caused by (i) energetically unfavourable ¢ and y dihedral angles, (ii)
presence of 1 A hole down the centre of the Tr-helix which is, however, too narrow for access by a water molecule (Low
& Baybutt, 1952) thus causing loss of van der Waals interactions, and (iii) higher number of resdues (five) that must
be oriented correctly before the first (i, i+5) hydrogen bond can be formed. Hence, initiation of m-helix is more
entropically unfavourable compared to a-helix and 3,-helix (Rohl & Doig, 1996). For all these reaosns, 1-helix has
been long considered as extremely rare and unstable in proteins. However, according to recent estimates, ~ 10% of
proteins contain a T-helix as a conserved structural feature among functionally related proteins (Weaver, 2000;
Fodje & Karadaghi, 2002). The least ease of initiation of T-helix among helical conformations is compensated by its
high length, seven to thirteen amino acid residues long with the most common length of seven amino acid residues
(Fodje & Karadaghi, 2002). Additionally, T-helix has characteristic amino acid composition (Fodje & Karadaghi,
2002). Asn shows extremely high propensity for middle of -helix (Fodje & Karadaghi, 2002). Aromatic amino acid
residues (Phe, Trp and Tyr) and large aliphatic (Ile, Leu and Met) show high propensities for being located at termini
of m-helix, thus providing stability to 17-helix via favourable interactions between the termini of m-helix (Fodje &
Karadaghi, 2002). Pro shows extremely high propensity for position right after m-helix, thus causing termination of
1-helix (Fodje & Karadaghi, 2002).

Extended geometry. Unlike helical geometry, extended geometry, the so-called B-strand, cannot exist on its own
because the hydrogen bonding pattern must be established between two sequentially distal segments with extended
geometry along the protein backbone. Therefore, B-strand, exists due to higher hierarchy geometry — a B-sheet, first
observed in B-keratin (Pauling & Corey, 1951b; Pauling & Corey, 1951c; Pauling & Corey, 1951d; Pauling &
Corey, 1951f).

1.2.3 Tertiary structure

Secondary versus tertiary structure. Helices and B-sheets can both be considered as well to the secondary as to the
tertiary structure elements (Creamer & Rose, 1992; Yang & Honig, 1995a; Yang & Honig, 1995b; Pal &
Chakrabarti, 2000) because helix and strand formation are guiding events in protein folding (Cohen et al., 1979;
Aurora et al., 1997; Baldwin & Rose, 1999a; Baldwin & Rose, 1999b; Gong et al., 2005; Rose et al., 2006) and
their properties are influenced by interaction with rest of the protein (Scholtz et al., 1991; Creamer & Rose, 1992;
Otzen & Fersht, 1995; Yang & Honig, 1995b) and surrounding solvent (Tanford et al., 1960; Blundell et al.,
1983; Nelson & Kallenbach, 1986; Buck et al., 1993; Jasanoff & Fersht, 1994; Waterhous & Johnson, 1994;
Blanco et al., 1994; Schonbrunner et al., 1996; Luo & Baldwin, 1998; Avbelj & Fele, 1998).

Tertiary aspects of a-helices. a-helices in globular proteins have the following interdependent properties (Kumar
& Bansal, 1998): (i) position in the protein sequence; (ii) length; (iii) amino acid residue composition; (iv) geometry;
and (v) position in the globular protein. The mean length of a-helix depends on its curvature and is 12 + 3, 14 + 5 and
20 + 6 amino acid residues for linear, curved and kinked a-helices, respectively, with no correlation between the
geometry and a-helix position in the globule. The amino acid residue composition depends on position in the globular
protein, a-helix geometry and length. a-helices with large curvature show increased propensities for Leu, Gln, Lys and
Cys; kinks are often associated with presence of amino acid residues with low o-helix propensities. Amino acid
residues with larger side-chains or side-chains with larger number of functional groups more frequently occur in
longer a-helices. Position of an a-helix in the globular protein can be classified into three categories: largely buried,
partially buried or largely exposed; 66% of a-helices belong to the first category. Most importantly, as the result of
arrangement of a-helix in the context of the rest of the protein sequence, it shows alternating pattern of hydrophobic
and hydrophilic amino acid residues that gives rise to an amphipathic character of a-helix (Schiffer & Edmundson,
1967; Xiong et al., 1995) which is, for example, mainfested by increased propensity for hydrophobic amino acid
residue and decreased propersity for polar and negatively charged amino acid residues at N1 position compared to N2
because of larger burial of N1 compared to more solvent exposed N2 position (Penel et al., 1999).

a-helix stability in globular proteins. a-helical state would not be well populated without significant enhancement
(Creamer & Rose, 1992). The enhancement is realised by scaling, requiring, however, more than 100 amino acid
residues long a-helix (Creamer & Rose, 1992). a-helices in proteins have, however, only 14 amino acid residues on
average, thus enhancement must be provided by a different mechanism — via interaction of the a-helix with other
parts of the protein molecule (Scholtz et al., 1991; Creamer & Rose, 1992), which additionally influences shape
and amino acid residue propensities of a-helices.
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Tertiary aspects of B-sheet. Due to absence of long-range dipole-dipole interactions in B-strands, the existence of -
strands is dependent on their mutual association via cross-stand main-chain—main-chain hydrogen bonding and side-
chain—side-chain hydrophobic interactions into B-sheets, which requires bringing distal segments of the protein
sequence close in space (Yang & Honig, 1995b). Thus, B-sheets have elements of both secondary (B-strand) and
tertiary (B-sheet) structure (Pal & Chakrabarti, 2000). Therefore, although large hydrophobic amino acid residues
show high propensities for B-sheet, the propensities of amino acid residues for B-sheet are context dependent, because
B-sheet formation is not associated with individual amino acid residues but involves pairwise interactions between
side-chains (Otzen & Fersht, 1995; Yang & Honig, 1995b). Yet another characteristic feature of B-sheets is that
they are invariably twisted in the right-handed direction (Richardson, 1976; Yang & Honig, 1995b); the dominant
determinant of the B-sheet twist are tertiary interactions with rest of the protein (Yang & Honig, 1995b).

Architecture of B-sheet. There are three types of B-sheets — parallel, anti-parallel and mixed. Parallel B-sheet is
composed of two or more 3-strands running in the same direction; anti-parallel B-sheet is composed of two or more 3-
strands running in opposite directions; and mixed B-sheet is composed of both parallel and anti-parallel B-strands
(Fig 6). B-strands are topologically connected in B-sheet by a hairpin or a crossover. The former type of topological
connection is also known as “plain” or “same end” connection; the latter is also known as “cross” or “opposite-end”
connection and exists in two types, right- and left-handed (Richardson, 1976).

Additional stabilising interactions in [-sheet. Besides the main-chain hydrogen bonding between adjacent -
strands and van der Waals interactions between hydrophobic side-chains of the B-strands, B-sheets are further
considerably stabilised by electrostatic interactions (Avbelj & Fele, 1998; Avbelj, 2000) and non-conventional
C,H...OC hydrogen bonds (Derewenda et al., 1995; Fabiola et al., 1997). The strength of these hydrogen bonds can
be as much as a half of the strength of conventional hydrogen bonds (Vargas et al., 2000; Scheiner et al., 2001),
which is -5 kcal mol™ on average (McDonald & Thornton, 1994). Additionally, the non-conventional hydrogen bonds
involving side-chain CH groups are also extensively present in (-sheets (Fabiola et al., 1997). Propensities for being
involved in CH...OC hydrogen bonding interactions varies among amino acid residues with clear preference for Val
and Thr (Fabiola et al., 1997).

(a) (b)

Fig 6 | Geometry of B-sheet. (a) Parallel B-sheet, (b) anti-parallel B-sheet; main-chain hydrogen-bonding is indicated by
dashed lines; amino acid residues are represented by spheres; direction of protein backbone is indicated by arrows.
Anti-parallel -sheet is more stable due to parallel hydrogen bonds.

B-bulges. Regular arrangement of B-strands in B-sheet can be disturbed by one amino acid residue insertion or
deletion, causing presence of a [B-bulge, i.e. region between two consecutive B-type main-chain hydrogen bonds
(Richardson et al., 1978). 3-bulge consists of two amino acid residues on one B-strand and one amino acid residue on
the other B-strand, causing slight bend in the B-sheet (Richardson et al., 1978). B-bulges mostly occur between
anti-parallel B-strands whereas they are extremely rare in parallel -strands (Richardson et al., 1978). B-bulges are
thought to be an evolutionary conserved feature because they function to (i) compensate for effects of single amino
acid residue insertion or deletion within the B-sheet, (ii) provide strong local twist which is required to form closed -
barrel structures, (iii) influence direction in which [B-strand leaves the B-sheet, and (iv) influence orientation of
functionally critical side-chains (Richardson et al., 1978).
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Packing of a-helices and B-sheets in globular proteins. Taking together, secondary elements are not isolated one to
each other but pack (Crick, 1952; Pauling & Corey, 1953) via strand-strand (to form B-sheet), helix-helix, helix-
sheet and sheet-sheet interactions (Chothia et al., 1977). The arrangement of secondary structure elements is such
as to allow (i) the secondary structure elements to occupy conformations close to the free energy minimum, and (ii)
buried amino acid residues to occupy the same volume as if they were free amino acids (Chothia et al., 1977). o-
helices associate via packing of ridges of one a-helix into grooves of another a-helix (Chothia et al., 1977). Deviations
from the idealised model depends on the twist and exact radius of a-helices and on the size of side-chains (Chothia et
al., 1977). If two adjacent a-helices are arranged in opposite direction they can interact more favourably due to
interactions of macrodipoles of the a-helices (Shoemaker et al., 1985). Thus, a-helix dipole may be an important
factor in protein folding (Shoemaker et al., 1985). a-helix can pack onto B-sheet with its axis being (i) equal to zero,
i.e. a-helix is arranged in parallel to the B-strands of the B-sheet, providing continuous helix-sheet contact, (ii) < 0, i.e.
helix-sheet contact occurs in the middle, and (iii) > 0, helix-sheet contacts occur at the ends, providing an internal
cavity (Chothia et al., 1977). Sheet-sheet packing can be established by packing of a single 3-sheet folded over by
means of a local right-handed supertwist or by two independent B-sheets with rotation between the B-sheets
influencing regions of strongest contacts: the larger is the rotation, the stronger are the contacts in the middle
compared to the rest of the B-sheets (Chothia et al., 1977).

Globular protein structure. Secondary elements cannot, for steric reasons, follow one another directly (Rose et
al., 2006), and are therefore interspaced by turns, also known as “tight turns”, or loops, also known as “loose turns” or
“random coils” (Chou, 2000) which together account for about half of protein structure on average (Fitzkee et al.,
2005a). Although, turns are sometimes considered to belong among secondary structure elements (Barlow &
Thornton, 1988). The protein interior is comprised almost exclusively of residues from either helices or strands,
because of their capacity to provide buried main-chain carboxamides with intramolecular hydrogen bonding partners
(Stickle et al., 1992) whereas turns and loops are more frequently located at solvent-exposed regions of the globule.
Turns and loops allow main-chain direction reversal and thus packing of the secondary elements into globular,
tertiary structure (Kendrew et al., 1958; Kendrew et al., 1960; Chou, 2000), with rugged surface with clefts, and
with cavities in the interior of the globule (Fig 7). Presence of clefts and cavities in globular proteins is a consequence
of heterogenous packing because some highly ordered regions are being mixed with many regions not as highly
ordered (Socolich et al., 2005) due to liquid-like rather than solid-like distribution of packing intensities (Liang &
Dill, 2001; Lindorff-Larsen et al., 2005).

Surface
cleft

T Cavity

(open)
a-helix Rugged
surface

Loop

Fig 7 | An example of a globular protein (cytochrome P450eryF from Saccharopolyspora erythraea; PDB-ID 1Z80). (a)
Cartoon representation of a globular protein showing presence and arrangement of a-helices (red) and B-sheets (yellow),
connected by loops and turns (green); (b) surface representation of protein showing overall globular shape and rugged
surface; (¢) slice through the surface representation showing surface clefts and an internal cavity open to the surface at
two sites. Depending on the context, cavity can be also called “pocket” (in the context of a ligand binding/unbinding) or
“tunnel/channel” (in the context of a ligand ingress/egress).

Turns. There are five classes of turns distinguished according to number of amino acid residues: a-turn composed
of five amino acid residues (Toniolo, 1980), B-turn composed of four amino acid residues of which i+1 or i+2 is Gly,
(Venkatachalam, 1968), y-turn composed of three amino acid residues (Némethy & Printz, 1972), 5-turn composed
of two amino acid residues (Toniolo, 1980) and T-turn composed of six amino acid residues) (Toniolo, 1980). -and
y-turn can connect B-strands of anti-parallel 3-sheet (Venkatachalam, 1968; Némethy & Printz, 1972). Each type
of turn has several different trajectories to reverse the main-chain direction which is reflected by different sub-types
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of turns (Chou, 2000). Turns share two common features: (i) distance between C, of first and last amino acid residues
is < 7 A, and (ii) in most cases, intra-turn hydrogen bond is formed between CO group of the first and NH group of the
last amino acid residue. Turns also have specific amino acid residue propensities, although amino acid residue
sequences in turns are much more variable compared to secondary structure elements (Yang et al., 1996).

Loops. Loops are formed by more than six amino acid residues that connect two adjacent secondary elements or
form N-terminal or C-terminal tail of the protein (Chou, 2000). Due to higher length of loops compared to turns,
loops show higher structural variability and thus also significantly contribute to the arrangement of secondary
elements in the globular proteins. The structural variability does not necessarily mean that loops are unstructured,
but rather that there are larger number of possible architectures and interactions in loops that precludes
classification (Chou, 2000). Loops show the same types of interactions as made by secondary structure elements.
Additionally, two loops can be kept in proximity to each other by a B-bridge interaction, i.e. a B-sheet-like main-chain—
main-chain hydrogen bonding interaction between one amino acid residue provided by one loop and two amino acid
residues from another loop (Kabsch & Sander, 1983).

Protein backbone distorsions. Local constraints, e.g. requirement for sharp change in protein backbone direction
and/or overcoming steric clashes, may impose strain to force @ and y protein backbone dihedral angles into unusual
values. If present in the protein structure, the unusual ¢ and y dihedral angles are most frequently associated with
Asn, Asp, His, Ser and Thr, whereas infrequently with bulky hydrophobic amino acid residues. Typically, the unusual
¢ and g dihedral angles more frequently occur in long irregular segments and less frequently in short segments up to
five amino acid residues. Some such strained irregular segments are involved at N- and C-termini of a-helices and -
strands (Gunasekaran et al., 1996). Importantly, unusual ¢ and y angles can be associated with biological role
(Petock et al., 2003) and hence can be conserved in structurally and/or functionally related proteins (Gunasekaran
et al., 1996).

Protein folding. The process of attaining functional tertiary structure of a protein, the so-called folding, is the last
step during conversion of genetic information into biological function (Zeeb & Balbach, 2004). During the process of
folding, polypeptide chain of specific sequence switches from unfolded to specific native structure, the so-called fold or
domain that can be regarded as a specific structural, functional and evolutionary unit, although definition of a protein
domain is fuzzy in literature (Rose et al., 2006). Folding occurs: (i) spontaneously; (ii) with the aid of chaperones and
chaperonines (Demchenko, 2001); (iii) according to protein template, e.g. folding of IA3 protein with aspartic
proteinase A serving as the template (Li et al., 2000) and formation of inclusion bodies as an extreme case of
template (mis)folding (Demchenko, 2001); (iv) on protein-protein fragments association, e.g. folding of ribonuclease
A, staphylococcal nuclease, cytochrome c, thioredoxin and barnase (Demchenko, 2001), or folding is preceded by self-
assembly, e.g. folding of Trp receptor (Demchenko, 2001). Chaperones and chaperonines function by minimising
aggregation largely by binding to partially folded proteins in a nucleotide dependent reaction that sequesters the
proteins from one another, thereby reducing their effective concentration while they are afforded the opportunity to
fold (Mu et al., 2008). Chaperones exhibit broad but well-determined substrate specificity with absence of highly
specific protein recognition features (Demchenko, 2001). Hence, a protein folds according to its primary protein
structure, or in other words, every protein contains all the information needed to reach the final fold (Anfinsen et
al., 1961; Kendrew, 1962) while the folding is eventually guided by interactions with other protein(s) that have co-
evolved with the protein (Jager et al., 2008).

Folding pathway hypothesis. In late 1960s, Levinthal proposed, that protein sequence incdudes also information on
intermediate states of folding that define the folding pathway, i.e. a sequence of events which follow one another so as
to carry the protein from the unfolded to a uniquely folded state (Fig 8b; Levinthal, 1968; Levinthal, 1969).
Levinthal argued, that without such a folding pathway, random exploration of the practically infinite number of
potential states would otherwise have made the folding in biologically relevant time, ranging from microsecond
(Myers & Oas, 2002; Liu et al., 2008) to millisecond time-scale (Rose et al., 2006), impossible, known as the so-
called Levinthal paradox (Fig 8a; Levinthal, 1968; Levinthal, 1969).

Folding funnel hypothesis. The folding pathway hypothesis was replaced by folding funnel hypothesis, pioneered
by Anfinsen (Fig 8cd; Anfinsen, 1973; Bryngelson et al.,, 1995; Dill & Chan, 1997; Chan & Dill, 1998;
Deechongkit et al., 2006). The folding funnel hypothesis states that (i) folding is the process of searching for global
energy minimum structure (Anfinsen, 1973), (ii) energy landscape of all possible conformations has the shape of a
funnel (Anfinsen, 1973), (iii) folding occurs essentially via directed search by gradient towards a lower energy state,
i.e. towards the bottom of a folding funnel (Frauenfelder et al., 1991; Bryngelson et al., 1995), and (iv) every
unique sequence has its own funnel (Rose et al., 2006).

Energy landscape of a folding funnel. Depending on the energy landscape, the folding funnel can be approximated
as smooth (Fig 8c) or rugged (Fig 8d). Smooth folding funnel, an approximation for folding of some small single-
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domain proteins (e.g. artificial WW domain), results in a two-state (also known as “down-hill” or “class I” or “HP+”)
folding process in which: (i) protein occurs “only” as either unfolded or native structure at any time; (ii) unfolding is
often a reverse process of folding (Chan & Dill, 1998); (iii) folding speed aproaches the theoretical maximum of ~ 0.1
to ~ 1 ys (Hagen et al., 1996; Chang et al., 2003; Liu et al., 2008) and (iv) rate-limiting is the conformational
searching because of entropic barriers. Rugged folding funnel (also known as “class II” or “HP”), an approximation for
folding of large multi-domain proteins, on the other hand, provides kinetic traps that can result in misfolding or
aggregation into inclusion bodies (Kane & Hartley, 1988; Demchenko, 2001) due to fast collapse into the kinetic
traps and slower barrier climbing out of the traps at some regions of the funnel (Chan & Dill, 1998), which is
manifested by presence of folding intermediates (Anfinsen, 1973; Jager et al., 2008). In the case of the rugged
folding funnel, both folding and unfolding can occurr via multiple and different pathways (Ma et al., 2000).
Importantly, difference between class I and II folding reactions lies not in the mechanism of their folding but only in
the stability of theirintermediates (Baldwin & Rose, 1999b).

Protein folding bases. Fold is necessarilly the result of interaction of close and distal amino acid residues of the
protein sequence. So far, however, consensus has not yet been reached as to whether the interactions between amino
acid side-chains (side-chain-based protein folding) or between main-chain atoms (backbone-based protein folding) are
crucial in the folding process.

Side-chain—based protein folding. Widely accepted side-chain—based protein folding is supported by the following
arguments: (i) side-chains of the 21 natural amino acid residues are responsible for discrimination of a funnel energy
landscape because the main-chain (except for Gly and Pro) is chemically equivalent and thus lacks the discriminative
power (Aurora et al., 1997); (ii) different amino acid residues prefer different location in secondary structure
elements that pack to hide hydrophobic side-chains in the protein core and to expose hydrophilic side-chains to the
outside water environment (Kendrew, 1962), the so-called hydrophobic collapse phenomenon; (iii) a-helix is the
preferred state for main-chain (Pauling & Corey, 1951f), but some side-chains lose sufficient conformational entropy
in an a-helix that they push the protein backbone towards the only other allowed region, extended, i.e. B-strand
(Aurora et al., 1997; Baldwin & Rose, 1999a). Thus, side-chain conformational entropy must play a crucial role in
selecting between o-helix and (3-sheet (Aurora et al., 1997). Indeed, conformational transition from 3-strand to o-
helical conformation requires overcoming unfavourable free energy barrier of ~ 1.5 kcal mol® due to side-chain
modulation of the free energies of local main-chain electrostatic interactions, which is large enough to account for the
distinct propensities of amino acid residues in a-helix and B-sheet (Avbelj, 2000).

Fig 8 | Protein folding hypotheses. (a) Random search; (b) folding pathway; (c) smooth funnel; (d) rugged funnel. N — native
fold. Adapted from Dill & Chan (1997).

Side-chain—side-chain interactions. Side-chain—based protein folding signifies importance of interactions between
side-chains for protein folding. Side-chains can interact by short range van der Waals and long range electrostatic
interactions including conventional and non-conventional CH...O hydrogen bonds. Importantly, hydrophobic
interactions are the primary stabilising factor of B-sheet (Koehl & Levitt, 1999). Stabilisation of globular tertiary
structure can be further enhanced by presence of a covalent disulphide bond between sulphydryl groups of two Cys
amino acid residues in various structural patterns (Mas et al., 1998; Mas et al., 2001; Gupta et al., 2004). The Cys
amino acid residues for disulphide bridge interaction can be any of loops, B-strands or helical conformations (Mas et
al., 1998; Mas et al., 2001; Gupta et al., 2004). Salt bridges can significantly, by as much as -17 kcal mol”,
contribute to stability of a folded protein (Baldwin, 2007). Protein stability is thus dependent on pH due to
differences between pK, values of the amino acid residues in the native and unfolded state of the protein and
inversely, protein structure affects the pK, values of amino acid residues, thus influencing protonation state of
ionisable side-chains (Baldwin, 2007). While side-chain-side-chain interactions can be favourable in the folded
protein and thus provide stability to protein (Burley & Petsko, 1985; Matthews et al., 1987; Matsumura et al.,
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1989; Serrano & Fersht, 1989; Serrano et al., 1990; Serrano et al., 1991; Anderson et al., 1993; Clarke &
Fersht, 1993; Britton et al., 1995; Waldburger et al., 1995; Thapar et al., 1996; Mansfeld et al., 1997; Strop &
Mayo, 2000; Pace et al., 2000; Makhatadze et al., 2003; Schwem et al., 2003; Puchkaev et al., 2003; Eijsink et
al., 2005), significance of these effects is not yet fully understood (Gray et al., 2001; Eijsink et al., 2004). Moreover,
presence of such interactions does not specify their role in the folding process (Rose et al., 2006). Furthermore,
folding is associated with, and thus opposed by, a loss of conformational entropy (Pal & Chakrabarti, 1999;
Chakrabarti & Pal, 2001; Penel & Doig, 2001; Jarymowycz & Stone, 2006), especially for closely packed buried
amino acid residues that can be even locked into a single rotamer (Penel & Doig, 2001). Hence, although widely
accepted, side-chain-based protein folding may not be ultimately the correct view (Rose et al., 2006).

Backbone-based protein folding. Alternative theory of protein folding mechanism, backbone-based protein folding,
has been recently proposed by Rose et al. (2006), who argue the following: (i) unfolded state is preorganised thus
entropy loss upon folding is not so large; (ii) side-chains play only limited role in selecting between secondary
structure elements and loops; (iii) hydrogen bonding predominates during protein folding over hydrophobic collapse
(Baldwin, 2007); (iv) folding reaction is all-or-none process with proteins either folded or unfolded, whereas there is
only a negligible population of partially folded intermediates implying that conformation and stability are two
separable features, which is manifested by the fact, that protein folding, in contrast to stability, is only marginally
influenced by specific amino acid residue interactions of a protein (Oliveberg, 2001); (v) osmolytes fold proteins by
influencing the unfolded population; (vi) regardless of protein sequence, most proteins fold and unfold under similar
conditions; (vii) there is only limited number of protein domains (Chothia, 1992); (viii) hydrogen bonding is
important determinant of secondary structures, thus even the unfolded protein may possess some regions of
secondary structure elements; indeed, even in unfolded state, a-helices do not melt to random coil conformations, but
rather exist in polyproline II conformation consisting of left-handed helices with three amino acid residues per turn,
where the peptide bonds are hydrogen bonded to water (Barron et al., 1997; Fleming et al., 2005; Mikhonin &
Asher, 2006); individual amino acid residues in unfolded protein cluster in the a-helix, B-sheet and polyproline II
regions of ¢ and g dihedral angle space and they flicker between these regions at rates ~ 10 s* at room temperature
(Barron et al., 1997); (ix) not only sequence-dependent funnel landscape but also structure-dependent but sequence-
indifferent landscape imposes major constraints on any sequence-dependent folding model; (x) local protein backbone
steric restrictions cause that e.g. three or more amino acid residues in a-helical conformation cannot be immediately
followed by amino acid residue from B-sheet without encountering a steric clash; (xi) top-down protein architecture is
a consequence of bottom-up self-assembly process (Rose, 1979).

Folding mystery. Despite the immense number of interactions between amino acid residues, the free energy
difference between native and unfolded state is only ~ 5 to ~ 15 kcal mol™ which corresponds to the energy of single to
three conventional hydrogen bonds (Jarymowycz & Stone, 2006; Rose et al., 2006). It remains a mystery how such
a small difference can be sufficient to guide the folding towards the bottom of the funnel-shape free energy landscape
and what kind of interactions are crucial during this process (Socolich et al., 2005; Rose et al., 2006; Baldwin,
2007; Schmidt & Lamzin, 2007; Lupas, 2008), especially when considering that number of conceivable native to
unfolded pathways for even a small protein of 100 amino acid residues is of the order at least 10*° and possibly much
larger (Fitzkee et al., 2005b).

Robustness of protein folds. Protein folds evolved from small, manifested by occurrence of structurally similar
fragments in contemporary proteins (Lupas et al., 2001), towards larger size (Koshland Jr., 1976; Koshland Jr.,
1998) with typical contemporary protein having ~ 300 amino acid residues (Kent, 2009) which imposes robustness to
the fold even in the protein core (Matthews, 1993). The robustness means that: (i) many protein amino acid residues
simply serve as scaffolding for the final orientation of a few critical amino acid residues in appropriate alignments
(Koshland Jr., 1976); (ii) some changes in the protein sequence, especially in surface-exposed loops, are tolerated
without any significant effect on the specific native protein fold (Pascarella & Argos, 1992) whereas others,
especially those involving amino acid residues located in buried parts of protein structure and those involved in a-
helices and B-sheets are more constrained and thus less prone to fixation of such a mutation (Koehl & Levitt, 1999);
(iii) mutations often reduce stability but rarely alter overall fold (Chothia & Lesk, 1986; Dalal et al., 1997;
Baldwin & Rose, 1999b; Orengo et al., 2002).

Protein domain space. Considering the robustness of protein folds greatly reduces the protein folding problem
because current estimates suggest that there are altogether only ~ 10* folds used in nature (Chothia, 1992;
Govindarajan et al., 1999; Vitkup et al., 2001). The folds are conventionally classified according to secondary
structure composition and arrangement into mainly/all a-folds, mainly/all B-folds, mixed (a+f)-folds with B-sheet
preceded or followed, but not interrupted, by a-helices, mixed o/B-folds with a-helices present in some connections
between B-strands of a B-sheet, and unclassified folds (Murzin et al., 1995; Orengo et al., 1997; Hubbard et al.,
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1998; Cuff et al., 2009). Other folds have been either not yet sampled by the evolutionary process as demonstrated
recently by de novo design of a novel globular protein fold, Top7 (Fig 9; Kuhlman et al., 2003) or have been explored
but have not found useful, or are not possible due to physical constraints (Kuhlman et al., 2003). These
considerations suggest that free energy landscape is presculpted (Hoang et al., 2004) into a few thousands of
intrinsically stable domains unmasked upon switching from unfolding to folding conditions, thus specific sequences,
selected during evolution, are needed to discriminate among the possibilities in this repertoire (Rose et al., 2006).
Hence, there must be rather a limited but specific number and distribution of amino acid residues and interactions
(Socolich et al., 2005), the so-called conformational gatekeepers (Otzen & Oliveberg, 1999) that determine the
protein fold (Kendrew, 1962; Koshland Jr., 1976; Otzen & Oliveberg, 1999; Oliveberg, 2001; Friedberg &
Margalit, 2002; Socolich et al., 2005; Deechongkit et al., 2006; Jager et al., 2008). These amino acid residues
are essentially conserved and co-evolved (Socolich et al., 2005).

Fig 9 | Top7 de novo fold. Top7 fold (PDB-ID 1QYS) is a
successfully computationally designed novel 93-amino
acid residue o/B-fold with novel sequence and topology.
The Top7 fold is composed of five-stranded anti-parallel
B-sheet, packed on one side by two a-helices. The
topology of the Top7 fold is: B2-B1-al-B3-02-B5-B4. N-
terminus, blue; C-terminus, red.

Evolution of protein folds. From evolutionary point of view, limited number of protein folds is a consequence of
either divergent and convergent evolution. Protein folds related via divergent evolution are homologues, i.e. they
evolved from a common ancestor and mostly share similar tertiary structure due to the fact that tertiary protein
structures are much more highly conserved during evolution than protein sequences (Chothia & Lesk, 1986; Dalal
et al., 1997; Baldwin & Rose, 1999b; Orengo et al., 2002). At low sequence identities, a significant proportion of
homologues are likely to be paralogues, i.e. relatives tha have arisen through gene duplication within a genome and
often acquired new functions (Reeves et al., 2006). Protein folds related via convergent evolution evolved from
disimilar protein sequences into similar, but not homologeous, tertiary protein structures due to limitation of possible
number of arrangements of secondary structure elements in three-dimensional space by physical constraints
(Kendrew, 1962; Gibrat et al., 1996; Orengo et al., 1998).

Fold embellishments. Similarity of homologeous tertiary structures can be obscurred via permutations,
rearrangements, and accretions, i.e. larger insertions and deletions (Lupas et al., 2001). The accretions are thought
to originate via gene duplication and/or fusion and shuffling, the processes that are considered to be the main
mechanisms of origin of new genes within the frame of RNA world hypothesis (Lupas et al., 2001; Orengo et al.,
2002), and are often associated with different functions, e.g. changes in binding pocket, mediating domain-domain
interactions and promoting oligomerisation states (Teichmann et al., 1999; Reeves et al., 2006). The secondary
structure embellishments often tend to be co-located in the globular protein and involve B-sheet or a-helices leading to
up to more than two-fold difference in number of secondary structure elements between otherwise structurally similar
proteins (Reeves et al., 2006). a-helices are inserted as single elements, whereas [B-sheet embellishments occur via
peripheral additions, subtractions or extensions to existing B-sheets (Reeves et al., 2006) and they are responsible
e.g. for variable number of B-strands (5 to 13) in the B-sheet of proteins possessing o/B-hydrolase fold (Reeves et al.,
2006). An extreme case of a fold embelishment is an acquisition of an entire domain leading to a multi-domain
protein.

Fold change. Although typically, tertiary protein structure is more conserved than primary protein sequence
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(Chothia & Lesk, 1986; Dalal et al., 1997; Baldwin & Rose, 1999b; Orengo et al., 2002), two homologeous
proteins may possess different folds due to fold change via one or more of the following events (Grishin, 2001): (i)
insertions, deletions and substitutions; (ii) circular permutations on gene level (Goldenberg, 1989), facilitated by
gene duplication (Russell & Ponting, 1998); (iii) circular permutations on protein level due to close proximity of N-
and C-termini, e.g. cleavage and ligation of the two fragments in concanavalin A (Cunningham et al., 1979); (iv) B-
strand invasion or withdrawal; and (v) B-hairpin flip/swap rearrangements within 3-sheet.

1.2.4 Quarternary Structure

Protein complexes. Some proteins fold on template of another protein (Li et al., 2000; Demchenko, 2001) or a
pair of unfolded proteins form native folded structure only on the association (Demchenko, 2001). Some proteins fold
individually but exert biological function only in association with one or more other proteins (dimer to multimer),
either same (homo-) or different (hetero-), or may form even higher hierarchical arrangement, macromolecular
complex, e.g. ribosome (Ramakrishnan & Moore, 2001) and flagella (Samatey et al., 2001). Because of limited
number of protein folds, ~ 10* (Chothia, 1992; Vitkup et al., 2001), there must be also limited number of protein-
protein interaction types. Indeed, recent estimate suggests existence of ~ 10* protein-protein interaction types of
which 2 x 10° is already known (Aloy et al., 2005).

1.3 Protein function
1.3.1 Protein-ligand binding

Binding. Proteins essentially function by interaction with other proteins, nucleic acids or other macromolecules, or
small molecules and ions, i.e. ligands, via the so-called binding (Halperin et al., 2002; Manjasetty et al., 2008). In
order for a protein to bind a ligand, it must be larger than ligand, provide three-dimensional binding site and show
complementarity with ligand in both structure and interactions (Koshland Jr., 1976). The interactions include
hydrophobic interactions, van der Waals interactions, electrostatic interactions and hydrogen bonding interactions
(Copeland, 2000a). Proteins bind ligands into clefts or crevices on protein surface or into a pocket buried in the
protein core, depending on ligand chemical nature. Hydrophilic ligands bind on rather exposed hydrophilic protein
surface, whereas hydrophobic ligands prefer binding into a rather hydrophobic pocket and thus combat the major
obstacle of a living system, which is not so much the need to “activate” water to react when needed as the need to
prevent water from reacting in cases where it is not needed to do so (Koshland Jr., 1976). Although almost all
hydrophilic amino acid residues are located on protein surface, some of them can be buried and these rare exceptions
have some special function within the protein (Kendrew, 1962).

Determinants of protein-ligand binding. Protein-ligand complex formation depends on (i) concentration of both
partners, the higher the concentration, the higher the chance of protein-ligand encounter, (ii) diffusion of the two
binding partners, and (iii) affinity of a ligand to the binding site (Gohlke & Klebe, 2002). In case of a buried binding
site, there is an additional determinant of the protein-ligand association and dissociation: diffusion of a ligand into
the buried binding pocket, which can occur via a tunnel or, for small ligands with zero net charge, through the protein
matrix.

Protein-ligand binding affinity. Assuming a protein with a single binding site for a ligand, any molecule of pratein
is either free or ligand bound, and likewise, any ligand must be either free or bound to a protein (Copeland, 2000b).
Under any specific conditions, an equilibrium will be established between the free and bound forms of the protein, due
to reversibility of protein-ligand complex formation (Scheme 2) (Copeland, 2000b):

k
[P] + [L] ==——== [PL]
k.

Scheme 2 | Protein-ligand binding.

The position of the equilibrium can be described quantitatively by the so-called dissociation constant, K; (Eq 1)
(Copeland, 2000b):
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_ [P]IL]

= e

Eq 1 | Dissociation constant.

where [P], [L] and [PL] refer to concentration of protein, ligand and protein-ligand complex, respectively. Relative
affinity, i.e. strength of binding, is inversely proportional to the dissociation constant: the tighter the ligand binds, the
lower the value of the dissociation constant (Copeland, 2000b). At equilibrium, the concentration of protein-ligand
complex is constant. Assuming [P] << [L], the relationship between [P], [L], [PL] and K; can be described by the so-
called Langmuir isotherm equation (Eq 2):

[P]

K
T+

[PL] =

Eq 2 | Langmuir isotherm.

Formation of protein-ligand complex as a function of ligand concentration, the so-called binding isotherm, has
typically hyperbolic shape (Fig 10). However, if the assumption on [P] << [L] is not valid, which is the case of the
ligand showing very strong affinity to the protein, then the relationship between [P], [L], [PL] and K; cannot be
described by the Langmuir isotherm, but instead using quadratic equation that is rigorously correct for any protein-
ligand binding interaction (Eq 3):

[P]+[L]+ Ka — V/([P]+[L] + Ka)2 — 4[P][L]
2

Eq 3 | Quadratic equation for protein-ligand binding.

[PL] =

The dissociation constant can be related to the Gibbs free energy of binding (Eq 4):

AGhinding = RTIn(Ky)

Eq 4 | Gibbs free energy of binding.

where R is universal gas constant and 7' is temperature.

Biological response to protein-ligand binding. Binding of a ligand to the protein is a specific recognition process
(Koshland Jr., 1976; Gohlke & Klebe, 2002) resulting in some kind of an action, i.e. biological response of the
protein to the bound ligand. According to the response, two types of proteins can be distinguished — (i) non-catalytic,
e.g. receptors and signaling proteins, and (ii) catalytic, the so-called enzymes. The latter respond, alone or with the
aid of non-protein compounds, the so-called cofactors or coenzymes, to a specific bound ligand, a substrate, in an
active site, by its chemical modification into another entity or entities, product(s) (Schmidt & Lamzin, 2007), that
finally leave the active site to free the space for another substrate to bind.

(PL]

8]

Fig 10 | Langmuir isotherm for protein-ligand complex,
[PL], formation as a function of ligand concentration,
[L]. Note, deviations from the hyperbolic shape occur for
example when protein contains multiple non-equivalent
binding sites. Redrawn according to Copeland
(Copeland, 2000b).
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1.3.2 Protein fold, function and evolution

Protein fold and function. Protein folds differ by tendency to be associated with enzymatic or non-enzymatic
functions (Hegyi & Gerstein, 1999): a/B-folds are disproportionally associated with enzymes, especially transferases
and hydrolases, whereas all-a-folds and small folds in general are associated with non-enzymes (Hegyi & Gerstein,
1999). (a+p)-folds have an equal tendency either way (Hegyi & Gerstein, 1999).

Functional variability and evolution. One function can be accomplished by more than one fold and vise versa
(Hegyi & Gerstein, 1999). It seems that nature tends to reinvent enzymatic function, i.e. convergent evolution, more
often than modify already existing function, i.e. functional divergence (Hegyi & Gerstein, 1999). The most versatile
(promiscuous) enzymatic functions, hydrolases and O-glycosyl glucosidases, are associated with seven folds each
(Hegyi & Gerstein, 1999). The five most versatile folds are TIM-barrel (Jones, 2003), Rosmann (Hegyi &
Gerstein, 1999), ferredoxin (Hegyi & Gerstein, 1999), o/B-hydrolase (Hegyi & Gerstein, 1999; Li et al., 2008)
and P-loop NTP hydrolase (Hegyi & Gerstein, 1999). All these five folds are mixed o/B-folds which are thought to be
generic scaffolds because they are capable of accommodating more than six functions (Hegyi & Gerstein, 1999). For
example, versatility of TIM-barrel fold, which is known to support over 60 different functions (Watson et al., 2005),
has been demonstrated by successful design of catalytic activity into enzymatically inert bacterial protein thioredoxin
(Bolon & Mayo, 2001), and versatility of a/B-hydrolase fold allows multiple possibilities of organisation of a
functional amino acid residues via “migration” (also known as “hopping”) within the protein primary sequence,
without loss or change of function (Todd et al., 2002). The functional group migration can occur towards stabilisation
of protein structure and/or optimisation of less efficient proteins by loss of an “old” functional amino acid residue by
mutation and recruitment of the new elsewhere in the protein (Todd et al., 2002). The functional variability also
depends on modular organisation of proteins. Multi-domain proteins show higher functional variability at a given
sequence identity compared to single domain proteins with function similarity confidence level shifted from 40% for
single-domain to 60% for multi-domain proteins (Orengo et al., 2002).

Protein function in the context of a living organism. Even proteins with 100% identity, however, can have different
functions depending on where they are expressed in a living organism (Whisstock & Lesk, 2003). Thus, full
understanding of protein function cannot be achieved by considering the protein function only in the context of the
protein itself, but requires also considering the protein function in the context of entire metabolic network of the
living organism (Watson et al., 2005). Importantly, evolutionary selection acts on fundion, not on structure (Russ et
al., 2005). Therefore, whether particular change in the structure caused by mutation(s) (Teichmann et al., 1999;
Todd et al., 2001; Orengo et al., 2002) becomes fixed depends on function of the mutant protein within the context
of a complex ensemble of reactions in the living organism (Gray et al., 2001). Since change in binding affinity does
not necessarily lead to affected fitness of the living organism, whereas change or loss of function may have often
adverse effect on the living organism, protein functions are more conserved than ligand specificities (Teichmann et
al., 2001).

1.3.3 Enzymes

Enzyme function. Enzymes are known to catalyse ~ 4000 different reactions (Schomburg et al., 2004). According
to catalytic function (Caetano-Anollés et al., 2009) but not guided by evolutionary considerations (Valencia, 2005),
enzymes are conventionally classified into six classes, defined by the first digit of the so-called Enzyme Commission
(EC) number: oxidoreductases (EC 1), transferases (EC 2), hydrolases (EC 3), lyases (EC 4), isomerases (EC 5), and
ligases (EC 6) (Caetano-Anollés et al.,, 2009). Enzymes within each class are further distinguished by three
subsequent digits, each providing increasingly detailed specification of enzyme function: the second digit (sub-class)
specifies chemical compound or group involved in the reaction, the third digit (sub-subclass) specifies type of the
reaction and the fourth digit (serial identifier) specifies metabolites and cofactors (Caetano-Anollés et al., 2009).

Functional features of enzymes. Enzymes have two key inter-related functional features (Copeland, 2000c;
Copeland, 2000d; Copeland, 2000e; Copeland, 2000f; Copeland, 2000g, Copeland 2000h): (i) rate acceleration,
described by enzyme kinetics (see 1.3.3.1) and by source of catalytic effect (see 1.3.3.2); and (ii) substrate specificity
described by source of catalytic effect (see 1.3.3.2). These two features together define the enzyme reaction mechanism
which is the key determinant of biological role of every enzyme.

1.3.3.1 Enzyme kinetics

Reaction progress curves. The enzyme-catalysed reaction usually comprises three steps: (i) substrate binding; (ii)
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chemical modification; and (iii) product release (Brown, 1902; Schmidt & Lamzin, 2007). Upon mixing enzyme
with its substrate, enzyme-substrate encounter is followed by the loss of substrate and production of product (Fig 11).
At very early portion of the reaction, up to the time when about 10% of the initial substrate has been converted to
product, the increase in product formation, and substrate depletion as well, is approximately linear with time
(Copeland, 2000c). For this limited time period, the so-called initial velocity (further “velocity”), v,, can be

approximated by the following equation (Eq 5):

oo ZABI_ AP
0T At T At

Eq 5 | Initial velocity.

Concentration

Time
Fig 11 | Reaction progress curves for the loss of
substrate (o) and production of product (e) during
enzyme-catalysed reaction. Substrate depletion curve is

the mirror image of the product appearance curve.
Redrawn according to Copeland (Copeland, 2000c).

Effects of substrate concentration on velocity. The velocity is apparently saturable at high substrate
concentrations (Fig 12; Copeland, 2000c¢). The qualitative description for the substrate dependence of enzyme-
catalysed reaction was provided by Brown (Scheme 3; Brown, 1902):

k1 ks
[E] + [S] ==—== [ES] —> [E] + [P]
k4

Scheme 3 | Brown scheme of enzymatic reaction.

where [E], [S], [ES] and [P] refer to concentration of enzyme, substrate, enzyme-substrate complex and product,
respectively, k; is the rate constant for enzyme-substrate complex formation, k., is the rate constant for enzyme-
substrate complex dissociation, and %, is the rate constant for chemical step of the reaction and product release.
Depending on number of distinct chemical steps, %, is splitted into corresponding rate constants (i.e. k., ks, k4 etc.),
which can be comprised into single %..; rate constant (Copeland, 2000c).

Fig 12 | Substrate dependence of enzyme-catalysed
reaction velocities. Three distinct regions of the curve
can be identified: (i) at low substrate concentration,
[S], the velocity appears to display first-order
behaviour, tracking linearly with  substrate
concentration; (ii) at very high [S], the velocity
switches to zero-order behaviour, displaying no
dependence on substrate concentration; (iii) in the
intermediate region, the velocity displays curvilinear
dependence on [S].

Velocity

[S]
The rapid equilibrium model of enzyme kinetics. Assuming that a rapid equilibrium is established between the

reactants, E and S, and the ES complex, followed by slower conversion of the ES complex back to free enzyme and
product(s), i.e. assuming that k.., << k.;, and assuming [S] >> [E], Henri (Henri, 1903), and Michaelis and Menten
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(Michaelis & Menten, 1913) independently arrived to the following description of the reaction velocity as a
hyperbolic function of [S],known as Henri-Michaelis-Menten equation (Eq 6):

_ Vmax[s] _ Vmax

_ - Yo
K+8] 1+ 0

Eq 6 | Henri-Michaelis-Menten equation.

where K is equilibrium dissociation constant, k.,/k;, and V... is maximum reaction velocity that is reached at infinite
[S] (Eq 7):

Vmax = Rcat [E]

Eq 7 | Maximum velocity.

The steady-state model of enzyme kinetics. The rapid equilibrium model of enzyme kinetics is valid only if
ket << k1. More general description of enzyme kinetics can be provided by steady-state model, that does not require
k.. << k.1. The steady state refers to a time period of the enzymatic reaction after fast (millisecond time-scale) burst of
ES formation. In the steady state, the rate of ES complex formation is exactly matched by its rate of decay to free
enzyme and products, under the condition of [E] << [S] (Copeland, 2000¢). Since k... cannot be neglected, the steady-
state expression for the reaction welocity (Eq 8) substitutes K, by K,, (Eq 9):

_ Vmax[s] _ Vmax

_Kn1+[S]_1+’[(S"]‘

Eq 8 | Briggs-Haldane Equation.

_ k—l + kcat
= 7[{1

Eq9 | K, constant.

Knl

Although Eq 8 is different from Eq 6, it is commonly referred to as Henri-Michaelis-Menten equation (Copeland,
2000c).

Significance of K. K., also known as “Michaelis constant”, is the [S] that provides a reaction velocity that is half
of the maximal velocity obtained under saturating substrate conditions (Copeland, 2000c). In other words, K, is the
[S] at which half of enzyme active sites are filled with substrate in the steady state (Copeland, 2000c¢). The lower the
K., the lower [S] is needed to fill half of enzyme active sites with substrate, and thus the higher is the affinity of the
substrate to the enzyme active site (Copeland, 2000c¢). However, although K, is considered as a good measure of
binding affinity in most cases, since K,, depends also on k.,; (Eq 9), it must be beared in mind that K,, can be less
than, greater than, or equal to binding constant; hence K., is referred to as “apparent binding constant” and should
generally be considered as kinetic, not thermodynamic, constant (Copeland, 2000c; Koshland Jr., 2002a). Only
under the specific conditions that k.., << k.; are K, and K, equivalent (Copeland, 2000c).

Significance of ke ke defines the maximal velocity at which an enzymatic reaction can proceed at a fixed
concentration of enzyme and infinite availability of substrate (Copeland, 2000c¢). In other words, k..., also known as
“turnover number”, defines number of catalytic turnover events that occur per unit time (Copeland, 2000c¢). Since
k.. often reflects multiple chemical steps, it does not provide detailed information on the rates of any of the individual
steps subsequent to the substrate binding (Copeland, 2000c¢). Instead, k... provides a lower limit on the rate constant
of the slowest, i.e. rate-limiting step following substrate binding (Copeland, 2000c). Resolving individual chemical
steps is possible at pre-steady state phase of enzyme-catalysed reaction (millisecond time-scale), i.e. before the
equilibrium for [ES] is established (Copeland, 2000c).

Enzyme performance. The best measure of enzyme performance is provided by %../K., ratio, which is sometimes
referred to as “specificity constant”. However, the term “specificity constant” can be deceptive, because conformational
change, that might occur during enzymatic reaction, can be part of k., and/or K, but k../K,, does not evaluate either
conformational change or the ability to discriminate between substrate structures (Koshland Jr., 2002a). %../K.,
term summarises the net advantage or disadvantage of a mutation to the enzyme, and thus the term “performance
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constant” seems to be a more accurate and descriptive designation for this concept (Koshland Jr., 2002a). The
higher is k../K., the better is the enzymatic performance (Koshland Jr., 2002a).

Enzyme perfection. The fact, that the enzyme has a maximum velocity for a given substrate under given
conditions, that cannot be further enhanced by increased concentration of a substrate, is caused by limitation of
enzyme activity caused by the slowest step along the reaction cycle, which can be any of rate of substrate binding, or
any of the multiple steps contributing to k... (Copeland, 2000c¢). Some enzymes, e.g. acetylcholinesterase or carbonic
anhydrase, display k../K. values of 10° - 10° M! s*, which is at the diffusion limit (Copeland, 2000¢). Such enzymes
are said to have achieved kinetic perfection, because they are limited by the rate of diffusion of molecules in solution
(Copeland, 2000c). The diffusion limit does not set an upper limit on the catalytic performance because it can be
overcome by compartmentalisating themselves and their substrates within close proximity (Copeland, 2000c¢). This
can be accomplished by assembling enzymes and substrates into organised multienzyme complexes, e.g. at cellular
membrane, in such a way that product of one enzymatic reaction, which is substrate for another enzyme, is channeled
into the second enzyme without the need for diffusion through solution, hence the so-called substrate channeling
mechanism (Copeland, 2000c).

Deviation from Henri-Michaelis-Menten hyperbolic kinetics. Henri-Michaelis-Menten kinetics is valid only for
catalytic reactions in homogeneous (water) phase. Lipase-catalysed lipolytic reactions which occur at the lipid-water
interface cannot be described by Henri-Michaelis-Menten equations (Jaeger & Reetz, 1998). Deviations from Henri-
Michaelis-Menten kinetics can be also caused by inhibition and cooperativity (Copeland, 2000c).

Enzyme inhibition. Inhibitors are substrates, products or other ions or molecules that decrease enzyme's activity
by binding to the enzyme. Some inhibitors, the so-called reversible inhibitors, establish their binding equilibrium with
the enzyme on a time-scale that is rapid with respect to the turnover rate of the enzyme-catalysed reaction (Scheme
4; Copeland, 2000e¢):

K, Kea
[E] + [S] ~=<—= [ES] — > [E] +[P]
+ +

1 ]
Ki oKi

OCKs cat
[EN] + [S] =<—= [ESI] ———> [El] + [P]

Scheme 4 | Equilibrium inhibition.

Depending on values of a and B factors, three types of inhibitor interaction with enzyme are distinguished: (i)
competitive (0 = oo, B = 0), (ii) non-competitive (0 < a < oo, B = 0) and (iii) uncompetitive ( a << 1, B = 0) (Fig 13;
Copeland, 2000e). Other inhibitors, the so-called tight-binding inhibitors bind to their target enzyme with such a
high affinity that the population of free inhibitor molecules is significantly depleted by formation of enzyme-inhibitor
complex (Copeland, 2000f). Many tight-binding inhibitors establish equilibrium on the time-scale of enzymatic
turnover, thus displaying a change in initial velocity with time (Copeland, 2000g). Such inhibitors act as the so-
called slow-binding or time-dependent inhibitors; three different modes of interaction between an inhibitor and
enzyme can be distinguished to result in slow binding kinetics (Fig 14; Copeland, 2000g). All these inhibitiory
mechanisms are important for fine-tuning enzyme action in a complex metabolic network, but may also lead to an
undesired defect in enzyme's biological role in the case of a non-natural inhibitor or non-natural concentration of an
inhibitor supplied by external environment or by impaired (decoupled, imbalanced) elements of the metabolic
network.
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Fig 13 | Three types of inhibitor interactions with the enzyme. (a) Competitive inhibition, (b) non-competitive inhibition, (c)

uncompetitive inhibition; enzyme, white; substrate, grey; inhibitor, black. Redrawn according to Copeland (2000e).
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[E] =—= [EX]] —— [E-]+[X]
Fig 14 | Three types of time-dependent inhibition. (a)
simple reversible slow binding, (b) enzyme
isomerisation, (c) irreversible enzyme inactivation by
affinity labeling/covalent modification or mechanism-
based inhibition. The inhibition schemes describe
competing reactions for enzyme-catalysed reaction in
absence of inhibitor. Redrawn according to Copeland
(2000h).

Cooperativity. In some oligomeric enzymes, each subunit contains an active site centre for substrate binding and
catalysis. The active sites can act independently on each other (no cooperativity) thus displaying classical Henri-
Michaelis-Menten behaviour, or the binding of ligands at one active site of the enzyme can increase (positive
cooperativity) or decrease (negative cooperativity) affinity to other active sites (Copeland, 2000h). According to the
so-called allostery concept, cooperativity is achieved via structural changes transmitted through protein; although,
structural change does not necessarilly imply cooperativity (Koshland Jr. & Hamadani, 2002). Allosteric effects can
occur between separate binding sites for the same ligand, i.e. homotropic cooperativity, or by binding of a structurally
unrelated ligand, the so-called allosteric effector, at a distant separate site, i.e. heterotropic cooperativity (Copeland,
2000h). Ligands that cause positive and negative heterotropic cooperativity are referred to as allosteric activators and
repressors, respectively (Copeland, 2000h). Two major models were proposed to explain cooperativity in proteins
(Fig 15; Copeland, 2000h): (i) concerted transition or symmetry model, also known as “MWC model” (Monod et al.,
1965) and (ii) sequential model, also known as “KNF model” (Koshland Jr. et al., 1966). MWC model suggests that
subunits change shape in concerted manner to preserve the symmetry of the entire molecule as it transforms from the
conformation “T” to the conformation “R” under the influence of a ligand (Monod et al., 1965). This model, however,
does not explain negative cooperativity (Koshland Jr. & Hamadani, 2002). KNF model is model of all three possible
situations: positive cooperativity, negative cooperativity and no cooperativity (Koshland Jr. et al., 1966; Koshland
Jr., 1976; Koshland Jr., 1996). KNF model is based on (i) induced conformational changes transmitted through
subunit interactions and (ii) capacityof the protein to be distorted which is the key programmed feature of the protein
(Koshland Jr. et al., 1966; Koshland Jr., 1976; Koshland Jr., 1996).

Role of cooperativity for protein function. Cooperativity is one of the well established phenomena that makes
living possible (Koshland Jr. & Hamadani, 2002). Positive cooperativity causes amplification of the sensitivity of
signal. Negative cooperativity, on the other hand, decreases sensitivity to Henri-Michaelis-Menten behaviour but in
the process of doing that, the negative cooperativity extends the range over which some response is generated
(Koshland Jr. & Hamadani, 2002).

Rate of enzymatic reaction. In summary, overall rate of enzyme action is dependent on (i) rate of diffusion, (i)
substrate binding affinity, (iv) chemical modification, i.e. type and complexity of the reaction and free energy
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barrier(s), (v) product release, (v) presence/absence of cooperativity, (vi) presence/absence of inhibitors and mode of
their action, and (vii) physicochemical parameters of the environment, e.g. temperature, pH, pressure, presence and
concentration of inorganic and organic compounds.
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Fig 15 | Models of cooperativity. (a) MWC model of positive cooperativity, (b) KNF model of positive, negative and no
cooperativity. In the KNF model, positive, negative and no cooperativity occurs when a < 1, a > 1 and a = 1, respectively. L,
ligand; white shape, free protein; grey shape, protein-ligand complex. Redrawn according to Copeland (2000h).

1.3.3.2 Catalytic effect

Key-lock model. Both substrate specificity and rate acceleration results from the precise three-dimensional
structure of the active site (Copeland, 2000d). In 1884, Fischer proposed the so-called key-lock model of substrate
specificity based on observation that invertase from beer yeast hydrolyses a-glucoside but not B-glucosides while
emulsin operates oppositely, i.e. enzyme and glucoside have to fit to each other like a lock and key in order to exert a
chemical effect on each other (Fiig 16; Fischer, 1894). The key-lock theory was further supported by steric repulsions
in organic reactions and by the fact that kinetics of enzyme action is compatible with an enzyme substrate complex.
Major implication of the key-lock model is appreciation of the importance of well ordered, highly specific three-
dimensional structure as a necessary prerequisite for protein function (Mirsky & Pauling, 1936). The enzyme active
site was thought by Fischer to be a rigid and sturdy lock which would have exact fit with only one substrate, the key
(Ma et al., 2000). Thus, the specificity of enzyme catalysis was thought to be the result of matching a lock with the

correct key (Ma et al., 2000).
(a)
+ 5:| —> — Reaction
(b)
+ d > d - No reaction

Fig 16 | Early view of substrate specificity through key-lock
model. (a) A substrate (light grey) fits to the active site of an
enzyme (white) like a key to the lock; (b) a non-substrate
(dark grey) does not fit and thus cannot be converted by the
enzyme to product(s).
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Transition state stabilisation. The early key-lock hypothesis was formulated far before development of transition
state theory (Pauling, 1946), hence it viewed the ground state of enzyme-substrate complex as the relevant
configuration (Copeland, 2000d). However, the enzyme active sites have evolved to best complement the substrate
transition state structure, rather than the ground state, because the catalytic power of enzymes is due to stabilisation
of transition state of the reaction compared to uncatalysed reaction, hence lowering the activation energy barrier to
product formation (Fig 17; Pauling, 1946). The activation energy, E,, is related to k... by the following equation (Eq
10):

ky T —E,
Kear = —p=exp | B

Eq 10 | The relationship between catalytic constant and activation energy.

where k3 is Boltzmann constant, 7" is temperature, & is Planck's constant and R is universal gas constant. Hence, a
linear decrease in activation energy caused by transition state stabilisation of enzyme-catalysed reaction compared to
uncatalysed reaction leads to an exponential increase in k., and thus an exponential increase in reaction rate
(Copeland, 2000d). Transition state stabilisation can cause rate acceleration up to 10" or even more (Wolfenden,
1969; Garcia-Viloca et al.,, 2004). Lowering the free energy barrier of the transition state of the reaction is
necessary because a typical chemical reaction has an activation barrier of 30 to 80 kcal mol™* (Ma et al., 2000), whose
overcoming by non-catalysed reaction would be to slow to sustain life (Wolfenden & Snider, 2001). Impressive power
of enzymes can be demonstrated by the fact that reduction of barrier height by ~ 8 kcal mol™ in enzyme, which
corresponds to a single strong hydrogen bond, can cause an increase of ~ 10® in the rate constant at room temperature
(Soriano et al., 2005).

Fig 17 | Energy level diagram of enzyme-catalysed (-)
S* and the corresponding uncatalysed (=) chemical reaction.
Transition states, S* and ES’, are the highest energy
structures along the three-dimensional reaction
coordinate. The initial states, E + S, and final states, E +
P, are energetically identical in the catalysed and
uncatalysed reactions (-). E, free enzyme; S, free
substrate; ES, enzyme-substrate complex; S, free
transition state; ES?, enzyme-substrate transition state;
EP, enzyme-product complex; P, free product; AGgs, net
energy gain that results from the realisation of enzyme-
substrate binding energy; AGi.., amount of energy that
must be expended to reach the transition state; AGgs',
free energy of activation. In multiple-step enzyme-
catalysed reaction, the single ES* transition state can be
splitted into multiple intermediate and transition states.
Reaction coordinate Redrawn according to Copeland (Copeland, 2000d).

............. AGicat

Free energy

“Loose” versus “tight” transition state. The widely accepted view of enzymatic catalysis as tight binding of the
substrate to the transition-state structure causing lowering the activation energy may be, however, oversimplified
because the real meaning of a transition state is a surface, not a single saddle point on the potential energy surface
(Ma et al., 2000). Thus, transition state can be loose causing that the entire transition state region, rather than a
single saddle point, contributes to reaction kinetics (Ma et al., 2000). Therefore, instead of optimising binding to a
well-defined transition-state structure, enzymes are optimised by evolution to bind efficiently with a transition-state
ensemble (Ma et al., 2000). In an extreme case, e.g. electron transfer reaction, there is no saddle point controlling
reaction kinetics (Ma et al., 2000).

Transmission coefficient. In some cases, an additional though minor contribution to the rate acceleration comes
from the so-called transmission coefficient, which is composed of three components: (i) non-equilibrium effects, i.e.
deviation of equilibrium distribution in phase space (Garcia-Viloca et al., 2004); (ii) quantum-mechanical tunneling
(Garcia-Viloca et al., 2004); and (iii) dynamical recrossing of transition state (Garcia-Viloca et al., 2004; Nam et
al., 2004; Tousignant & Pelletier, 2004; Soriano et al., 2005). These minor effects can cause additional rate
acceleration up to 10°.

Total catalytic effect. Transition state stabilisation and transmission coefficient together define the enhancement
of the reaction rate achieved by the enzyme compared to the non-catalysed reaction in water, and eventually gas phase
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(Marti et al., 2001; Cui & Karplus, 2002; Devi-Kesavan & Gao, 2003), the so-called catalytic effect, also known as
“enzymatic proficiency” (Warshel, 1991; Radzicka & Wolfenden, 1995; Cannon & Benkovic, 1998). The catalytic
effect is reported to be up to 10"-fold (Radzicka & Wolfenden, 1995; Benkovic & Hammes-Schiffer, 2003) or up
to 10" (Wolfenden & Snider, 2001) whereas some uncatalysed reactions have half-times approaching the age of the
Earth (Wolfenden & Snider, 2001).

Chemical mechanisms for transition state stabilisation. There are five major categories of chemical mechanisms
used by enzymes to achieve transition state stabilisation (Copeland, 2000d): (i) approximation, i.e. greatly increased
effective concentration of substrate in the active site with respect to its concentration in solution; (ii) covalent
catalysis, i.e. breaking the reaction into multiple steps composed of formation and breakdown of covalent
intermediates via nucleophilic, electrophilic or redox catalysis; (iii) general acid-base catalysis involving proton
transfer; (iv) conformational distorsion involving enzyme and/or substrate conformational changes, induced-fit
(Koshland dJr., 1958; Koshland dJr., 1976; Koshland dJr., 1995), induced-strain (Copeland, 2000d) or
conformational selection (Karush, 1950; Lightstone & Bruice, 1996; Lightstone et al., 1997; Lightstone et al.,
1998; Bruice & Lightstone, 1999; Bruice & Benkovic, 2000; Ma et al.,, 2000; Bruice, 2002; Sullivan &
Holyoak, 2008), to drive the complex towards the transition state (Fig 18); and (v) preorganisation of the active site
for transition state complementarity, i.e. substituting solvent by protein and solvating the transition state more than
water does (Warshel & Levitt, 1976; Warshel, 1978; Warshel & Florian, 1998; Warshel & Papazyan, 1998; Ma
et al., 2000; Shurki et al., 2002; Warshel, 2003; Olsson & Warshel, 2004; Warshel et al., 2006). Any enzyme
exploits several or all of these often interdependent and to some extent undistinguishable mechanisms to achieve
overall rate enhancement (Copeland, 2000d).

Induced-fit model of substrate specificity. Even if the key-lock model will be considered as referring to transition-
state configuration, it does not explain all cases (Koshland Jr., 1958). For example, key-lock theory would predict
equal rates for hydrolysis of ribose-5'-phosphate by 5'-nucleotidase as for adenylic acid at enzyme saturation, and
molecule similar to substrate binds to the enzyme but is not converted, e.g. a-methyl glucoside smaller by two
hydrogen atoms to maltose binds to amylomaltase and functions as competitive inhibitor of this enzyme, but is not
hydrolysed. Such anomalous behaviours can be explained by Koshland Jr.'s induced-fit theory (1958). Induced-fit
theory states the following (Koshland Jr., 1958): (i) precise orientation of catalytic groups is required for enzyme
action; (ii) the substrate may cause an appreciable change in the three-dimensional relationships of the amino acids
at the active site; (iii) the changes in the protein structure caused by a substrate bring the catalytic groups into proper
orientation for reaction whereas a non-substrate does not. Thus the idea of a fit is retained from the key-lock theory;
and the fit occurs only after the changes have been induced by the substrate itself (Koshland Jr., 1958). Induced-fit
model can be metaphorically described as “hand in glove” model (Koshland Jr., 1958). When a “good” substrate
binds to the active site, the binding forces between the enzyme and the substrate are used to drive the enzyme into an
energetically less favourable but catalytically active conformation (Fig 18a; Copeland, 2000d). Induced-fit model is
supported by (i) flexible nature of portions, if not all, of the protein (Koshland Jr., 1958), (ii) conformational changes
caused by small molecules, e.g. reversible denaturation of enzymes by urea (Koshland Jr., 1958), (iii) substrate-
promoted isotopic exchange, i.e. substrate is necessary to promote the proper orientation of catalytic groups
(Koshland Jr., 1958), and (iv) protein X-ray crystallography (Anderson et al., 1979).

Key-lock model versus induced-fit model. Induced-fit model is sometimes errorneously referred in literature as an
alternative to key-lock model. In fact, the induced-fit model is an extension of the key-lock model to account for
systems that cannot be accounted for by the key-lock model (Koshland dJr., 1995). The induced-fit model keeps the
necessity of enzyme-substrate complementarity and adds induced-fit mechanism, to account for protein flexibility, as
the necessary step for achieving the complementarity for some systems (Koshland Jr., 1958; Koshland Jr., 1976;
Koshland Jr., 1995): The best explanation of the actual relationship between key-lock and induced-fit models could
be provided and was provided by Koshland himself (Quote 1; Koshland Jr., 1995):

(...) The induced fit theory is no more a refutation of Fischer’s key-lock principle than the Heisenberg atom
was of the Bohr atom or the modern DNA sequences are of the one gene-one enzyme hypothesis. A new theory
must explain all the existing facts that pertain to it at the time of its enunciation. Gradually the new theory
becomes accepted and then acquires anomalies due to the new facts uncovered after its enunciation. That in
turn generates a newer theory which elicits new techniques to test it and its predictions. These new techniques
then uncover facts which eventually require further new theories and so on. The new theories are built on
components of the old principles. It is said that each scientist stands on the shoulders of the giants who have
gone before him. There can be no more honored place than to stand on the shoulders of Emil Fischer. (...)

Quote 1 | From Koshland (1995).
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Conformational selection. Even when enzyme does not seem to undergo ligand-induced conformational changes
upon ligand binding, conformations sampled by free enzyme and substrate, and by enzyme and substrate upon
enzyme-substrate association usually change (Ma et al., 2000). Such situations cannot be on principle accounted for
by rigid key-lock model but instead by conformational selection model, also known as “population shift model”
(Sullivan & Holyoak, 2008) (Fig 18b). Conformational selection model is generally applicable for all systems, in
some, though, preceded by or accompanied by induced-fit step (Sullivan & Holyoak, 2008). Conformational selection
and induced-fit are complementary, rather than mutually exclusive models (Sullivan & Holyoak, 2008). Anyway,
key-lock model is obsolete and should not be used for description of substrate specificity although it might be still
considered useful for providing basic, simplified understanding of the term “complementarity” (Ma et al., 2000).

Induced-strain model. In some cases, the active conformation sampled by the enzyme can be the preferred enzyme
configuration, whereas substrate binding requires distorsion from the active conformation (Copeland, 2000d). The
binding forces between enzyme and substrate are then directly used to induce strain in the substrate molecule,
distorting it towards the transition state structure to facilitate reaction, hence the induced-strain model (Fig 18c)
(Copeland, 2000d).
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Fig 18 | Models of conformational distorsions for transition state stabilisation. (a)
Induced-fit model, (b) conformational selection model, (¢) induced-strain model. Enzyme,
white; substrate, light grey; non-substrate, dark grey. Induced-fit and conformational
selection models are demonstrated on enzyme conformational distorsions; substrate can be
distorted, too.
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1.4 Protein dynamics
1.4.1 Protein conformations

Protein as an engine. Proteins are engines and engines essentially work by action in time, which involves
movements (Koshland Jr., 1976; Koshland Jr., 1996; Parak, 2003; Karplus & Kuriyan, 2005; Igumenova et al.,
2006; Rueda et al., 2007). Therefore, a static protein structure is an inadequate approximation in describing
complex nature of protein function (Karush, 1950; Wolfenden, 1974; Parak, 2003; Busenlehner & Armstrong,
2005; Igumenova et al., 2006; Jarymowycz & Stone, 2006).

Four dimensions of a protein. Protein is not a three- but rather a four-dimensional system because each atom has
a specific position in three-dimensional space and the fourth dimension is being provided by time (Lupas, 2008). In
other words, a protein molecule is dynamic in time, i.e. atoms change positions with respect to each other with
progress of time (Supplementary file md.avi; Lakowicz & Weber, 1973; Austin et al., 1975; Frauenfelder et
al., 1979; Janin & Wodak, 1983; Bennett & Huber, 1984; Chothia & Lesk, 1985; Baldwin & Rose, 1999a;
Frauenfelder et al., 2001; Jarymowycz & Stone, 2006). At any particular time, a protein molecule has a specific
three-dimensional structure, the so-called conformation, that corresponds to a region of a configurational space
surrounding the local minimum on a free energy landscape (Kurzynski, 1998). Protein dynamics is manifested by
sampling of conformational space via overcoming energy barriers between different conformations, and thumbling
around those conformations (Fig 19; Cooper, 1976; Ma et al., 2000; Kurakin, 2009; Skjaerven et al., 2009).

Protein ensemble. Different molecules within protein ensemble may have different conformations at a particular
moment and each fluctuates dynamically over time (Lakowicz & Weber, 1973; Austin et al., 1975; Frauenfelder
et al., 1979; Janin & Wodak, 1983; Bennett & Huber, 1984; Chothia & Lesk, 1985; Baldwin & Rose, 1999a;
Frauenfelder et al., 2001; Jarymowycz & Stone, 2006). Hence, every protein ensemble must conceptually have
some, often different, concentration of different conformations in equilibrium (Fig 19; Yu & Koshland Jr., 2001;
Carlson, 2002; Parak, 2003; Sousa et al., 2006; Kurakin, 2009). Heterogeneity of an ensemble of protein
molecules is a consequence of protein molecules not having well defined energy minimum (Parak, 2003; Sousa et
al., 2006). Prevalence of any particular conformation depends on relevant energy barrier and population of the
starting conformation (Jarymowycz & Stone, 2006).

A Fig 19 | Protein conformational landscape. Any protein
molecule exists in solution as a population of
interconverting conformations, shown here as minima on
the free energy curve, which represents a one-dimensional

Cc  cross-section through the high-dimensional energy surface
of a protein. In the example given, a population of
conformations is composed of three families (A, B, and C).
Families are composed of groups of related conformations,

B while groups, in turn, are composed of yet smaller
divisions (not shown), providing hierarchy of free energy
barrier heights. Different protein molecules (circles) of an
ensemble may have different conformations at a given
time. Redrawn according to Kurakin (2009).

Free energy

A

Functional Conformations. Since only subset of conformational states is competent for any particular protein
function (Jarymowycz & Stone, 2006), protein conformations have to interconvert to perform a function (Yonetani
et al., 1998; Piana et al., 2002; Parak, 2003; Cascella et al., 2004; Bourgeois & Royant, 2005; Busenlehner &
Armstrong, 2005; Karplus & Kuriyan, 2005; Igumenova et al., 2006; Carnevale et al., 2006; Jarymowycz &
Stone, 2006; Mittermaier & Kay, 2006; Sousa et al., 2006; Rueda et al., 2007; Helms, 2007; Liu et al., 2007;
Jager et al., 2008; Laberge & Yonetani, 2008; Yonetani & Laberge, 2008; Skjaerven et al., 2009). Functional
properties of a protein is the manifestation of (i) functional properties of each competent state, (ii) population of these
states, i.e. thermodynamics of the ensemble and (iii) rates of interconversion between different conformations, i.e.
kinetics of the ensemble (Jarymowycz & Stone, 2006; Kurakin, 2009).

1.4.2 Hierarchy of motions in time and space

Time-scales and amplitudes. Motions show hierarchy in both time and space (Austin et al., 1975; Henzler-
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Wildman et al., 2007a). Protein motions occur on time-scales ranging from 10™ to 10'? s and covering amplitudes
ranging from 0.01 A to more than 100 A and with energy variation of 0.1 to 100 kcal mol™ (Fig 20; Brooks III et al.,
1988; Kurzynski, 1998; Karplus, 2000). Several types of motions can be distinguished according to time-scale,
amplitudes and impact on protein: vibrational motions and conformational motions; the latter includes local, spider-
web, rigid-body and global motions.

a b [ |
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Time-scale (s)
Fig 20 | Hierarchy of motions in time and space. (a) Time-scales of various protein motions, (b) amplitudes of the protein
motions. The boundaries for local, rigid-body and global motions are context dependent to some extent and thus cannot be
strictly defined.

Vibrational motions. Vibrational motions range from 10™ s to 10" s, i.e. from weakly damped localised N-H and
C-H stretching modes to overdamped collective modes involving the whole protein domains (Kurzynski, 1998). This
vibrational spectrum can be divided into two parts at 2 x 10" s whose energy corresponds to temperature 300 K
(Kurzynski, 1998). The high-frequencyvibrational modes, from 10™ s to 2 x 10" s, involve mainly the stretching and
bending bonds (Kurzynski, 1998). The low-frequency vibrational modes, from 2 x 10 s to 10" s, involve mainly the
collective torsional motions in dihedral angles about the bonds (Kurzynski, 1998). Only the low-frequency
vibrational modes contribute to thermal properties, entropy and thermal heat, of proteins (Kurzynski, 1998).
Vibrational dynamics is approximated by damped harmonic oscillations subjected to weaker or stronger stochastic
perturbations (Kurzynski, 1998). This description is, however, oversimplified, because of anharmonicity of actual
vibrations in the period range 107* to 10" s (Kurzynski, 1998).

Local motions. Local motions have amplitude of 0.01 to 5 A, occur on time-scale of 10 to 10" s (McCammon &
Karplus, 1980; Rueda et al., 2007; Skjaerven et al., 2009), and involve atomic fluctuations, side-chain motions
(Kendrew, 1962), and loop motions (Brooks III et al., 1988). Unexpectedly, there is no correlation between amino
acid side-chain rigidity and depth of burial, packing density and no inverse correlation between amino acid side-chain
rigidity and solvent accessibility surface area (Igumenova et al., 2006). Hence, solvent exposed amino acid residues
are not necessarily the most mobile or flexible (Igumenova et al., 2006). Additionally, there can be large difference
between dynamics of main-chain and side-chain part of an amino acid residue in a protein (Lee et al., 2000;
Igumenova et al.,, 2006). A special case of local motions are the so-called spider-web motions, i.e. small
interconnected local motions that occur over extensive distance (up to more than 100 A) through smaller than 1 A
displacements of atoms (Koshland Jr., 1976; Koshland Jr., 1995; Koshland Jr., 1996; Yu & Koshland Jr., 2001).

Rigid-body motions. Rigid-body motions are rooted in protein backbone of loops and involve displacement of helix,
and shear and hinge movements of domain and subunit in relation to another (Brooks III et al., 1988; Gerstein et
al., 1994). These motions have larger amplitudes, on the order of 1 to 10 A, and consequently occur on longer time-
scales, 10° to 1 s (Yu & Koshland Jr., 2001; Kay, 2005; Skjaerven et al., 2009).

Global motions. The largest changes are associated with global motions, e.g. helix-coil transition and
folding/unfolding. These motions have amplitudes over 5 A and occur on the longest time-scale from 107 to 10 s
(Brooks III et al., 1988; Kurzynski, 1998; Karplus, 2000; Skjaerven et al., 2009). The upper limit of global
motions, 10" s, is an upper limit of waiting time for spontaneous unfolding of the protein in physiological conditions
(Kurzynski, 1998). Interestingly, rate of many enzymatic reactions occurs at the rate in the middle of the protein
dynamics time-scale, i.e. 10° s (Kurzynski, 1998).
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Protein folding /unfolding dynamics. Although native protein must be stable enough to have a defined three-
dimensional fold it must be dynamic enough not only to be capable of performing biological role (Henzler-Wildman
et al., 2007a; Henzler-Wildman et al., 2007b) but also to be capable of reaching the native fold. Individual amino
acid residues in unfolded protein cluster in the a-helix, B-sheet and polyproline II regions of ¢ and y dihedral angle
space and they flicker between these regions at rates ~ 10> s at room temperature (Barron et al., 1997). Hence,
these fast motions occur on the same picosecond time-scale as rearrangements of the hydrogen bond network in bulk
water (Ohmine & Tanaka, 1993) and are therefore coupled with them. Thus the rapid “flicker” motions are
promoted by insertion of bulk water molecules via a repertoire of transient hydrated turn conformations (Barron et
al., 1997). Folding process, functionally important as the last step during conversion of genetic information into
biological function (Zeeb & Balbach, 2004), has the upper speed limit estimated to ~ 10° s based on the diffusion-
controlled rate of collision of sequentially distant segments of an unfolded protein (Hagen et al., 1996) which is
assumed to determine the shortest time for the initial collapse to a compact structure (Barron et al., 1997;
Deechongkit et al., 2006), or even 107 s (Chang et al., 2003). Mean waiting time of spontaneous unfolding in
physiological conditions is 10° to 10** s, depending on equilibrium populations of native and unfolded state; the higher
the equilibrium population of native state over unfolded state, i.e. the more stable the native state is, the longeris the
mean waiting time of spontaneous unfolding (Kurzyniski, 1998). Thus, 10" s is the upper limit of the relaxation
spectrum of protein conformational transitions (Kurzynski, 1998). Protein folding is oppossed by a loss of
conformational entropy that is further enhanced by correlated (also known as “coupled”) motions (Jarymowycz &
Stone, 2006). It might be expected that evolutionary pressure selects for natural folded proteins with relatively few
correlated motions (Jarymowycz & Stone, 2006).

Effect of temperature on protein dynamics. Internal protein motion is temperature-dependent and increases with
increasing tempertature (Kurzynski, 1998; Jarymowycz & Stone, 2006). Protein specific motions, that allow the
molecular engine to fulfill its function, occur only above the so-called dynamical transition temperature Ty, also
known as “T“ (Parak, 2003). Below T, ~ 150 to ~ 200 K, certain protein motions essential to biological activity may
cease completely (Bourgeois & Royant, 2005), functional action of the protein is not activated, and the molecule is
in “stand-by” state (Parak, 2003). Dynamics below Ty is characterised by density of phonon states, as in solids
(Parak, 2003). The phonons act as a “thermal bath” supplying the energy for all processes of protein dynamics
(Parak, 2003). Below Ty, nearly all molecules are trapped in a rigid conformation; only phonon vibrations occur, and
jump into the flexible conformation is very seldom (Parak et al., 2006). Above Ty, protein molecule in flexible
conformation performs diffusive motions of its segments, side-chains, diffusive motions of larger segments, e.g. haem
group in myoglobin and diffusion motions of helical elements (Parak et al., 2006). These diffusive structural
fluctuations are lubricant for structural changes that are essential for the biological role (Parak et al., 2006). Thus,
proteins show rather complex dynamic behaviour (Parak et al., 2006; Rueda et al., 2007): (i) femtosecond to
picosecond time-scale fast vibrations provided by thermal phonon bath; and (ii) above Ty, characteristic temperature
diffusive modes, the so-called Brownian motions of groups, e.g. side-chains at time-scale 1 to some 100 ps, and a-
helices, and collective motions of larger segments at time-scale from 0.1 ns to 100 ns or longer (Parak et al., 2006).
As the temperature increases, an amino acid side-chain itself tends to explore a larger volume (Igumenova et al.,
2006). However, the “dynamic volume” occupied by its neighbours also tends to increase as their excursions increase,
sterically constraining the side-chain (Igumenova et al., 2006). Thus, neighbouring side-chain motions tend to be
positively correlated by their steric interactions (Igumenova et al., 2006).

Link between time-scale and function. It is assumed, that “functionally relevant motions” are those that involve
conformational transitions and occur at a time-scale of a protein function (Foster et al., 2007; Henzler-Wildman et
al., 2007a; Henzler-Wildman et al., 2007b). Conformational transitions are purely stochastic activated processes,
characterised by a spectrum of relaxation times of the number equal to the number of conformational states (~ 10%)
(Kurzynski, 1998). In the physiological conditions, spectrum of relaxation times of conformational transitions begins
at 10" s and involves local side-chain rotations and hydrogen bond rearrangements on the protein surface, related to
overcoming the energy barriers on the order of 10 kJ mol! (Kurzyniski, 1998). Microsecond to millisecond motions
are the fastest motions for which direct link to protein function, originally proposed by Austin et al. (1975), has been
established (Wolf-Watz et al., 2004; Bourgeois & Royant, 2005; Kay, 2005; Boehr et al., 2006; Foster et al.,
2007; Henzler-Wildman et al., 2007a; Henzler-Wildman et al., 2007b). Moreover, recent studies on Cdc42Hs
signal transduction protein (Loh et al., 2001) and PDZ domain (Fuentes et al., 2004) suggest that allosterically
relevant motions may occur on sub-nanosecond timescale (Igumenova et al., 2006).

Link between different time-scales. Very little is understood about the connection of such functionally relevant
millisecond to microsecond movements with much faster (picosecond to nanosecond) local atomic fluctuations
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(Tousignant & Pelletier, 2004; Foster et al., 2007; Henzler-Wildman et al., 2007b). Nonetheless, picosecond to
nanosecond dynamics have been proposed to generally have functional importance for (i) kinetics of the
conformational ensemble, i.e. rate of interconversion between different conformations, (ii) thermodynamics of the
conformational ensemble, i.e. populations of the conformational states, (iii) conformational entropy, i.e. distribution of
conformational states, and (iv) coupled (correlated) motions (McCammon & Karplus, 1977; Karplus McCammon,
1981; Schotte et al., 2003; Schotte et al., 2004; Jarymowycz & Stone, 2006; Henzler-Wildman et al., 2007a;
Henzler-Wildman et al., 2007b). Thus, the term “functionally relevant motion” may, in fact, cover entire time-scale
of protein dynamics because fast motions with small amplitudes can function as a lubricant for motions that occur on
longer time-scales and amplitudes including those directly linked to protein function (McCammon & Karplus, 1977;
Karplus McCammon, 1981; Bruice & Benkovic, 2000; Jarymowycz & Stone, 2006; Parak et al., 2006;
Henzler-Wildman et al., 2007a; Henzler-Wildman et al., 2007b).

Protein dynamics complexity. The large time-scale range, overlapping time-scales for different types of motions,
diversity of motions themselves, and dependence on protein structure hierarchy and temperature indicate immense
complexity of protein dynamics which is still only poorly understood, as noted for myoglobin, the most popular model
system to study protein dynamics (Genberg et al., 1991; Jackson et al., 1994; Srajer et al., 2001; Parak, 2003;
Parak et al., 2006).

1.4.3 Conformational changes upon ligand binding

Protein dynamics upon ligand binding. Proteins are dynamic themselves (Koshland Jr., 1976; Koshland Jr.,
1996), i.e. in the absence of a ligand, i.e. in the native folded state. Protein-ligand association then often results in
change in distribution of conformational states of the protein (Fig 21; Kurakin, 2009). Hence, proteins do not have a
structure rigid enough to form a lock (Ma et al., 2000; Jarymowycz & Stone, 2006). Discovery of the importance of
protein dynamics upon ligand binding has led to modification of Fischer's key-lock model of rigid-body protein-ligand
association to conformational selection (Karush, 1950; Sullivan & Holyoak, 2008) and induced-fit (Koshland Jr.,
1958; Koshland Jr., 1976) models.

Conformational selection. Protein-ligand interactions may stabilise the best-fitting member from an ensemble of
conformations in equilibrium (Karush, 1950; Sullivan & Holyoak, 2008). Thus, protein samples active
conformation on its own even in the unliganded state. Upon ligand binding, however, the population of the active
conformation in the ensemble of conformations in equilibrium increases compared to unliganded state (Fig 21;
Kurakin, 2009). This mechanism is of general importance for almost every protein because the highest populated
conformations of a free protein are not necessarily the most populated conformations in the protein-ligand complex; in
fact, it is seldom the case (Carlson, 2002; Teague, 2003; Sousa et al., 2006).

A

+ Ligand

Free energy

A
B

Fig 21 | Reshaping of protein conformational landscape upon ligand
binding. Ligand binding to a protein often leads to redistribution of
protein conformations and altered rates of their interconversions. In the
example given, ligand binding causes change in the prevalent protein
conformation in the ensemble from A to B. Such redistribution can be
caused also by other changes in the internal state of the protein, e.g. by
mutation or chemical modification, or by changes in external conditions,
e.g. by pH, pressure, temperature and ionic strength. Redrawn
according to Kurakin (2009),
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Induced-fit binding. Induced-fit theory of Koshland Jr. states that dynamic fit between protein and ligand is
achieved only upon ligand binding whereas free protein is not able to reach the active conformation on its own
(Koshland Jr., 1976). Additionally, a protein that has occluded binding site and that shows the ability to form
encounter complex with the ligands, e.g. lid-gated active site of some lipases, or secondary, tertiary etc. binding sites,
also known as “docking sites”, e.g. in myoglobin, must operate by an induced fit mechanism instead of conformational
selection (Sullivan & Holyoak, 2008). This means, that not only ligand-induced conformational changes of a protein
for proper alignment of binding or, in the case of an enzyme, catalytic amino acid residues, but also ligand-induced
conformational changes of a protein for making the binding site (in)accessible to the ligand, are consistent with the
induced-fit mechanism (Sullivan & Holyoak, 2008). An induced fit event must be essentially followed/accompanied
by the conformational selection event thus the two mechanisms of ligand binding complement rather than contradict
each other (Sullivan & Holyoak, 2008).

Scenarios of induced-fit binding. The induced fit can be considered also inversely, i.e. that protein changes ligand
dynamics or mutually, i.e. both protein and ligand change conformations upon association (May & Zacharias, 2005).
Therefore, generalised induced-fit model has three possible scenarios for protein-ligand binding (Jarymowycz &
Stone, 2006): (i) one component is template for structural rearrangement of the second component (Jarymowycz &
Stone, 2006); (ii) each binding partner becomes substantially rigid during association, i.e. mutual induced-fit
(Jarymowycz & Stone, 2006); (iii) ligand binding increases flexibility in the binding site, e.g. when an ordered
water molecule is replaced by a hydrophobic ligand, or the increase in flexibility is widespread, or the increase in
flexibility occurs in regions distant from the active site via long-range effects (Jarymowycz & Stone, 2006).

Ligand-induced motion types. Ligand-induced changes in proteins involve (i) local motions (Jarymowycz &
Stone, 2006), (ii) hinge domain motions (Gerstein et al., 1994), (iii) shear domain motions (Gerstein et al., 1994)
and (iv) spider-web motions (Koshland Jr., 1995; Yu & Koshland Jr., 2001). Different ligands can induce different
protein motions (Prasad & Mitra, 2002).

Long-range dynamic effects. Dynamic communication across protein upon ligand binding can be achieved by long-
range dynamic effects via three mechanisms (Jarymowycz & Stone, 2006): (i) perturbation induces conformational
change of a protein including remote region (Jarymowycz & Stone, 2006); (ii) perturbation induces conformational
change of amino acid residues located at and/or near the site of perturbation thus leading to modification of the
strength of their interactions with amino acid residues located between the perturbation site and remote amino acid
residues (Jarymowycz & Stone, 2006); there may be several alternative pathways connceting the binding site to the
remote site via alternative intervening amino acid residues (Jarymowycz & Stone, 2006); (iii) perturbation does
not induce any change in the average structure of the protein but instead affects the dynamics of amino acid residues
both at the perturbation site and at the remote site (Jarymowycz & Stone, 2006). For many proteins, such
functionally relevant transmission of information occurs in the absence of large structural rearrangement which
suggests important role for fast (sub-nanosecond) side-chain motions (Loh et al.,, 2001; Fuentes et al., 2004;
Igumenova et al., 2006).

Role of correlated (coupled) motions in ligand binding. The negative pressure associated with entropy reduction
upon induced-fit protein-ligand binding can be overrided by correlated motions (Jarymowycz & Stone, 2006).
Correlated motions provide thermodynamic driving force in favour of ligand binding via disrruption of dynamical
coupling network upon ligand binding during which some amino acid residues become “immobilised” but other amino
acid residues are released from the coupling network and undergo increased motions and thus contribute favourably
to entropy of binding (Jarymowycz & Stone, 2006). These changes in coupling network can cancel or even outweigh
entropic penalty of induced-fit binding (Jarymowycz & Stone, 2006).

Role of ligand-induced changes. Induced-fit is considered to be the crucial mechanism that controls seclussion
(Koshland Jr., 1976; Jarymowycz & Stone, 2006), involves positive and negative cooperativity (Koshland Jr.,
1976) and thus feedback and feedforward mechanism of signal amplification and signal sensitivity (Koshland Jr.,
1998).

Positive and negative cooperativity. Cooperativity, i.e. allosteric effects and signal transduction between protein
subunits, is achieved by motions that propagate over substantial distance (Demchenko, 2001; Koshland Jr. &
Hamadani, 2002). The conformational changes induced by a ligand create subunit interactions that have either
favourable (positive cooperativity) or unfavourable (negative cooperativity) effects on the binding of subsequent
ligands. Big conformational change does not necessarily imply cooperativity as is the case of no cooperativity in
aldolase and lactic dehydrogenase, e.g. (Koshland Jr. & Hamadani, 2002). Some enzymes show positive
cooperativity with one ligand and negative cooperativity with another ligand, and some enzymes show both positive
and negative cooperativity with a single ligand during the sequential binding of that ligand (Koshland Jr. &
Hamadani, 2002).
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Cooperativity and evolution. Occurrence of positive and negative cooperativity in nature is probably equal
(Koshland Jr. & Hamadani, 2002). Cooperativity can change by single amino acid residue substitution (i) from no
cooperativity to positive cooperativity, e.g. in pyruvate kinase (Ikeda et al., 1997), (ii) from positive to negative
cooperativity, e.g. in aspartate receptor (Kolodziej et al., 1996), and (iii) from negative to no cooperativity, e.g. in
aspartate receptor (Yu & Koshland Jr., 2001). These examples demonstrate delicate balance between cooperativity
effects and ease of change of cooperativity during evolution (Koshland Jr. & Hamadani, 2002), and link between
protein dynamics and protein function in the course of evolution (Kurakin, 2009).

Amplitudes of ligand-induced motions. It has long been disputed about “how big must the motions be to have
functional importance?” and the question is still relevant (Koshland Jr., 1995; Koshland Jr., 1996; Koshland Jr.,
1998). In general, any motion that is functionally important is big enough (Koshland Jr., 1995; Koshland Jr., 1996;
Koshland Jr., 1998). Both big and small movement can be important (Koshland Jr., 1995; Koshland Jr., 1996;
Koshland Jr., 1998). The smaller the structural change required for the function or correlated with the function the
better because the ower thermodynamic energy is required and therefore it is more likely to be easy kinetically (Yu &
Koshland Jr., 2001). Hence some proteins, e.g. aspartate receptor, exploit dynamics with amplitude as smallas ~ 0.5
A for performing the function (Yu & Koshland Jr., 2001). Consequences of small conformational changes are
profound because they are responsible for the enormous amplification of stimulus to response which is essential in
living organisms (Koshland Jr., 1998).

Role of water for protein dynamics. Water is the universal solvent medium of cells (Helms, 2007). Water
surrounds proteins, water is integral part of proteins and can be involved in key mechanistic steps (Helms, 2007).
Water can be considered as a special kind of a ligand. Protein dynamics is thus tightly connected to the dynamics of
surrounding and internal water solvent with implication for protein function (Jimenez et al., 1994; Nandi et al.,
2000; Daniel et al., 2003; Pal & Zewail, 2004; Halder et al., 2007; Helms, 2007; Murugan & Agren, 2009).
Water has the ability to promote conformational changes in a-helices and B-sheets (Sundaralingam & Sekharudu,
1989). Solvent fluctuations dominate some part of protein dynamics and may even control function of a protein
because the fluctuation of the water molecules provide the enthalpy needed by the protein, e.g. myoglobin (Parak,
2003), to go from the “rigid” to the “flexible” state (Parak, 2003). The protein, together with its hydration shell,
determines the entropy which controls the motions in the flexible state, and is thus responsible for opening and
closing of channels connecting buried binding site to protein surface (Parak, 2003).

1.4.4 Role of dynamics in enzyme catalysis

Trade-off between conformational stability and conformational changes. Enzyme activity requires a precise
balance between conformational stability and conformational changes because enzymes must be stable enough to
retain their native three-dimensional folds, and dynamic enough to allow sufficient substrate binding, chemical
reaction and product release (Henzler-Wildman et al., 2007b; Strasser & Wittmann, 2007). Hence, there exists
an intimate relation between overall native enzyme fold, its conformational diversity (in time-scale, amplitude and
type of motion) and its enzymatic function (Wolfenden, 1974; Karplus McCammon, 1983; Miller & Benkovic,
1998; Davis & Agard, 1998; Kitao & Go, 1999; Kohen et al., 1999; Mine et al., 1999; Berendsen & Hayward,
2000; Radkiewicz & Brooks III, 2000; Eisenmesser et al., 2002; Eisenmesser et al., 2005; Daniel et al., 2003;
Garcia-Viloca et al., 2004; Teeter, 2004; Tousignant & Pelletier, 2004; Busenlehner & Armstrong, 2005;
Otyepka et al., 2008).

Substrate-induced conformational changes. All enzymes essentially undergo conformational changes induced by
substrate binding (Koshland Jr., 1995), because enzymes are present in environment of many biochemical pathways
involving substrate analogs and they need to prevent side reactions with the analogs (Koshland Jr., 1995). Enzymes
that show the least conformational changes are hydrolases (e.g. proteases and nucleases) because they do not need to
exclude water (Koshland Jr., 1995). Any enzymatic reaction requires motion of some sort because (i) substrates need
to be admitted and bound, (ii) cofactors need to be brought to contact, (iii) active site needs to be shielded against the
adverse effects of the surrounding aqueous solvent, (iv) protein needs to adjust itself to accommodate the changing
stereochemistry along the reaction pathway, and (v) products need to be expelled (Schmidt & Lamzin, 2007). For
example, by active site loop amino acid residues repositioning, integral membrane protein PagP interconverts between
highly dynamic state allowing substrate entry and more rigid state that supports catalysis (Kay, 2005; Foster et al.,
2007).

Promoting and dynamical motions in enzyme catalysis. Two types of motions can be distinguished according to
their relevance for enzymatic function: promoting motions and dynamical motions (Tousignant & Pelletier, 2004).
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Promoting motions are conformational changes that occur on time-scale of overall reaction along the reaction
coordinate and modify height of activation free energybarrier (Garcia-Viloca et al., 2004; Tousignant & Pelletier,
2004). Dynamical motions occur on femtosecond time-scale and these specifically influence transmission coefficient
(Tousignant & Pelletier, 2004). Thus, motions influence both lowering free energy barrier of transition state and
generalised transmission coefficient that includes tunneling, non-equilibrium effects and transition state recrossing
(Garcia-Viloca et al., 2004). Promoting motions should have in general higher impact on enzyme catalysis because
they influence transition state theory constant which affects reaction rate exponentially whereas dynamical motions
should have in general lower impact on enzyme catalysis because they influence generalised transmission coefficient
which affects reaction rate only as a prefactor (Hammes-Schiffer, 2002).

Preorganisation of active site. Promoting motions involve conformational changes. Random sampling of all
possible folded configurations would, however, degrade catalytic efficiency, a situation analogous to protein folding
(Henzler-Wildman et al., 2007a). Thus there are defined conformational changes that preorganise actwve site amino
acid residues in the configuration needed to facilitate the reaction (Bruice, 2006; Hammes-Schiffer & Benkovic,
2006; Nagel & Klinman, 2006; Henzler-Wildman et al., 2007a). It has been proposed by Bruice & Benkovic
(2000), that in some cases, intrinsic turnover rate of enzyme, k., is related to frequency (probability) with which
enzyme populates conformations competent to catalyse reactions, the so-called near attack configurations, NACs
(Bruice & Benkovic, 2000). The NAC concept could be superfluous because it comprises enzyme-induced
conformational changes in substrate and/or substrate-induced conformational changes in enzyme, the phenomena
that can be explained by conformational selection and/or induced-fit mechanisms (Jarymowycz & Stone, 2006).
Effeciency of formation of active (competent) enzyme-substrate complex may be further enhanced by correlated
motions (Jarymowycz & Stone, 2006). If active site groups move independently then probability of active enzyme-
substrate (ES) complex formation is a product of individual group probabilities, whereas if active site groups are
appropriately motionally coupled then active ES complex formation probability is not product of individual functional
group probabilities but higher and if active ES complex formation is the limiting event of the reaction cycle then it
results in more efficient catalysis (Jarymowycz & Stone, 2006).

Correlated motions and generalised transmission coefficient. Correlated motions also have possible functional role
in quantum tunneling, exploited in enzymatic reactions involving electron and proton transfer (Jarymowycz &
Stone, 2006). Tunneling is extremely sensitive to distance between original and final positions of the tunneling
particle and therefore molecular motions that modulate the distance influence tunneling rates and mechanism
(Jarymowycz & Stone, 2006). Correlated motions are, for example, required for completion of reaction cycle of
dihydrofolate reductase (Brooks III et al., 2003).

Location of important motions in enzymes. Both motions in and around the active site and transition state of
enzymatic reaction, and motions distant from the active site might be important for enzyme function (Ma et al.,
2000; Gao, 2003; Tousignant & Pelletier, 2004). In some cases, transition state ensemble may be homogeneous
around the active site, i.e. with rather a small influence on the substrate binding affinity, and heterogeneous and
contributing to the reaction in terms of activation entropy, away from the active site, e.g. in 5-monophosphate
decarboxylase (Ma et al., 2000; Gao, 2003). Motions of certain non-catalytic amino acid residues may help defining
preorganisation of enzyme active site and transition state stabilisation (Tousignant & Pelletier, 2004), e.g. in
dihydrofolate reductase (Agarwal et al., 2002; Rajagopalan et al., 2002; Rod et al., 2003; Watney et al., 2003),
triosephosphate isomerase (Lolis & Petsko, 1990; Derreumaux & Schlick, 1998; Rozovsky & McDermott,
2001), horse liver alcohol dehydrogenase (Hammes-Schiffer, 2002), and Escherichia coli TEM-1 B-lactamase
(Meroueh et al., 2002). Therefore, functional protein dynamics may not be always restricted to the active site and
catalytic amino acid residues (Ma et al., 2000).

Advantage of conformational changes in enzyme function. In summary, enzyme dynamics, not accounted for by
the key-lock model (Koshland Jr., 1976), is responsible for the following phenomena (Koshland Jr., 1976): (i)
similar structures to substrate bind but are unable to induce catalysis in reactions that are controlled not by steric
exclusion but by failure to react, the so-called kinetic specificity (Koshland Jr., 1976); (ii) if a highly reactive
intermediate is formed during enzymatic reaction it is desirable that the intermediate exists only transiently to avoid
wasteful side-reactions; the transient existence can be achieved by the so-called ordered (also known as “sequential”)
binding (Koshland dJr., 1976); (iii) binding of a non-competitive inhibitor does not affect substrate binding but affects
enzyme action because the non-competitive inhibitor binds at second site and induces a conformation which
disorganises catalytic groups of enzyme without affecting binding groups (Koshland Jr., 1976); (iv) substrate
analogs that are not large enough to induce proper alignment of catalytic groups of enzyme can become substrate if
they are supplemented by non-reacting molecule containing the missing part of structure (Koshland Jr., 1976); (v) if
protein is composed of two or more subunits then conformational change of one subunit affects neighbouring subunits,
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the so-called cooperativity phenomenon (Koshland Jr., 1976); for enzymes following Henri-Michaelis-Menten
kinetics (see 1.3.3.1), cooperativity is an advantegous mechanism for tuning enzyme activity according to ligand
concentration (Koshland Jr., 1996); (vi) conformational change may cause exposure of previously buried amino acid
residues and thus cause freezing conformational state in active or inactive form; such a “switching” between active
and inactive form plays important role in controlling the reaction cycle (Koshland Jr., 1976); (vii) enzyme may use
conformational energy for catalytic power — e.g. strain in lysosyme and exclusion of water from active site (Koshland
Jr., 1976); (viii) enzyme dynamics allows for better handling regulation of enzyme action and excluding side-reactions
(Koshland Jr., 1976). At least some of these phenomena are needed and exploited by every enzyme (Koshland Jr.,
1976; Koshland Jr., 1995).

1.4.5 Ligand exchange in proteins

Ligand binding and release. Binding of a ligand to a protein is followed not only by a specific biological response
but also by release of the ligand to restore free protein for binding of another ligand (Schmidt & Lamzin, 2007).
Since protein-ligand interaction requires both ligand binding and release, there is and inevitable trade-off between
ease of the two processes (Xu et al., 2003; Ye et al., 2006). Therefore, protein conformations are selected during
evolution to optimise both the unliganded and liganded state (Koshland Jr., 1995; Yu & Koshland Jr., 2001). In
order to bind at a protein binding site, ligand must diffuse or be transported to the protein surface, and if the binding
site is buried, both ligand binding and release essentially includes an additional step — diffusion through protein
(Wade et al., 1998). The diffusion can occur (i) directly through protein matrix in the case of small ligand with zero
net charge, e.g. O,, CO, CO,, water, or (ii) through a tunnel, or (iii) via large conformational change that makes the
binding site transiently solvent-exposed to allow for the exchange of ligands (Fig 22). The migration can be rate-
limiting step of a protein function and is thus of high importance (Schanstra & Janssen, 1996; Bell-Parikh &
Guengerich, 1999; Bosma et al., 2003; Yao et al., 2007).

Ligand migration through protein matrix. Protein matrix is not homogeneous, but rather heterogeneous and more
liquid-like due to thermal fluctuations than solid-like (Liang & Dill, 2001; Lindorff-Larsen et al., 2005; Socolich
et al., 2005). Different parts of protein interior thus have differently densed packing and different size of thermal
fluctuations which allows small ligand to pass through low density regions of protein matrix to reach the binding site
from the surface and vice versa (Fig 22a), e.g. in myoglobin (Carugo & Argos, 1998; Cohen et al., 2006).
Additionally, a ligand can induce conformational changes to facilitate its passage through the protein matrix
(Pinakoulaki et al., 2006; Tomita et al., 2009). Due to rugged energy landscape associated with the conformational
changes induced by a ligand, the ligand does not move “smoothly” but rather via “jerky” movements (Varé et al.,
1995; Pikkemaat et al., 1999), literally “hopping” between neighbouring docking sites (Brunori et al., 1999; Bikiel
et al., 2006; Lavalette et al., 2006), as a “migrating cavity” (Teeter, 2004).

Ligand migration through a tunnel. Tunnel provides a continuous empty space whose size allows passage of
ligands without entering protein matrix. Tunnel can be either permanent or transient (Fig 22bc). The latter is a
consequence of natural conformational changes (thermal fluctuations) in the protein that cause fluctuation of the size
of the tunnel, i.e. working by conformational selection mechanism (Karush, 1950; Zwanzig, 1992; Wlodek et al.,
1997; Tara et al.,, 1999), or transient opening is a ligand-induced event, i.e. working by induced-fit mechanism
(Koshland dJr., 1976; Liiddemann et al., 1997; Liidemann et al., 2000a; Prasad et al., 2000; Podust et al., 2001;
Wade et al., 2004; Li et al., 2005; Schleinkofer et al., 2005; Carlsson et al., 2006; Hritz et al., 2006; Seifert et
al., 2006; Wang & Duan, 2007; Sullivan & Holyoak, 2008). Transient opening of a tunnel is advantegous in
providing the protein with additional mechanisms to control its biological role: (i) seclussion, e.g. in P450 enzymes
(Liiddemann et al., 1997; Liidemann et al., 2000a; Wade et al., 2004; Schleinkofer et al., 2005), membrane
protein rhodopsin (Wang & Duan, 2007), retinoic acid receptor (Carlsson et al., 2006), NADH oxidase (Hritz et al.,
2006)]; and (ii) enzyme catalysis, e.g. in P450 enzymes (Podust et al., 2001; Cojocaru et al., 2007) and NADH
oxidase (Hritz et al., 2006)] (Koshland Jr., 1976). Tunnel accessibility in proteins can be controlled by various
mechanisms involving protein motions, (non-)bonded interactions and role of solvent (Table 7). Several or all of these
mechanisms can be exploited by a protein.

Accessibility of binding site via large conformational changes. Switching between open and closed form causes
transient exposure of binding site for binding and release of a ligand (Fig 22d). This mechanism is exploited by lid-
gated lipases, e.g. (Jaeger & Reetz, 1998; Nardini & Dijkstra, 1999). The motion is rooted in loops that serve as
hinges for rigid body motion of a helix (Brzozowski et al., 1991; Derewenda, 1994; Jaeger & Reetz, 1998;
Nardini & Dijkstra, 1999).
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Fig 22 | Ligand migration between buried cavity and surface of a protein. (a)
Migration through protein matrix, (b) migration through permanent tunnel, (c)
migration through transient tunnel, (d) migration upon transient lid opening. Protein,
grey/black; empty space, white; ligand, red. Portions of a protein shaded by light grey
indicate lower packing density of a protein matrix and a lid in a-c and d, respectively.
Redistribution of protein matrix packing densities is indicated by black in c.

Alternative tunnels and protein matrix pathways. The trade-off between ease of ligand binding and release is
solved by some proteins by providing alternative tunnels, e.g. in P450 enzymes (Liidemann et al.,, 2000a;
Liidemann et al., 2000b; Wade et al., 2004), acetylcholinesterase (Tara et al., 1999; Van Belle et al., 2000), or by
alternative protein matrix pathways, e.g. in myoglobin (Scott et al., 2001; Cohen et al., 2006). Different tunnels and
pathways can be specific to different ligands due to differential interaction with tunnel or pathway amino acid
residues (Tara et al., 1999; Van Belle et al., 2000; Liidemann et al., 2000a; Podust et al., 2001; Wade et al.,
2004) thus allowing synchronisation of ligand/substrate binding and ligand/product release (Wombacher et al.,
2006), e.g. in P450 enzymes (Oprea et al., 1997; Podust et al., 2001; Wade et al., 2004; Cojocaru et al., 2007;
Yao et al., 2007), in catalase HPII (Sevinc et al., 1999), and acetylcholinesterase (Kovach et al., 1994). Alternative
tunnels may have direct impact on enzymatic reaction because depending on which tunnel is used by a substrate,
different enantiomeric products can be generated (Wombacher et al., 2006). Alternative tunnels and pathways may
be also coupled with cellular localisation. For example, membrane P450 enzymes may bind a hydrophobic ligand from
the membrane space via one tunnel, and expell more hydrophilic product into the cytoplasm via another tunnel
(Schleinkofer et al., 2005; Cojocaru et al., 2007). Since enzymatic reactions are coupled in the metabolic network,
the products of one enzymatic reactions may be substrates for another enzymatic reaction. In order to shorten delay
between release of the product of the first reaction into cytoplasm and diffusion and encounter and binding of the
product as a substrate into another enzyme for the second reaction, some enzymes can be associated in such a way,
that the product of the first reaction moves via a tunnel into the second enzyme without entering the bulk solvent, a
phenomenon referred to as “substrate channeling”, observed, e.g., in P450 enzymes (Cojocaru et al., 2007) and
dihydrofolate reductase-thymidylate synthase pair (Elcock et al., 1997).
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Table 7 | Mechanisms of controlling tunnel accessibility.
Mechanism Protein
Loop (gating) motion triosephosphate isomerase (Wade et al., 1993)
P450 enzymes (Wade et al., 2004; Schleinkofer et al., 2005; Li et al., 2005;
Seifert et al., 2006; Cojocaru et al., 2007)
acetylcholinesterase (Kovach et al., 1994; Xu et al., 2003)
Rigid-body motion P450 enzymes (Wade et al., 2004; Yao et al., 2007)°
gpH1-receptor (Strasser & Wittmann, 2007)
Secondary structure element fluctuation® P450 enzymes (Liidemann et al., 2000b; Prasad et al., 2000; Podust et al.,
2001; Li et al., 2005)
acetylcholinesterase (Tara et al., 1999)
gpH1-receptor (Strasser & Wittmann, 2007)
Aromatic gating” P450 enzymes (Liildemann et al., 2000a; Liidemann et al., 2000b; Winn et al.,
2002; Li et al., 2005)
acetylcholinesterase (Ripoll et al., 1993; Enyedy et al., 1998; Zhou et al., 1998;
Tara et al., 1999; Van Belle et al., 2000; Xu et al., 2003)
NADH oxidase (Hritz et al., 2006)
horseradish peroxidase (Khajehpour et al., 2003; Zelent et al., 2004)
Salt-bridge interaction P450 enzymes (Deprez et al., 1994; Di Primo et al., 1997; Lounnas & Wade,
1997; Oprea et al., 1997; Liidemann et al., 2000a; Winn et al., 2002; Yao et
al., 2007)
acetylcholinesterase (Kovach et al., 1994; Enyedy et al., 1998)
catalase HPII (Sevinc et al., 1999)

Disulphide-bridge interaction rhodopsin (Liiddemann et al., 2000a; Wang & Duan, 2007)

Hydrogen bonding interaction P450 enzymes (Li et al., 2005; Schleinkofer et al., 2005)
acetylcholinesterase (Kovach et al., 1994)

Solvation P450 enzymes (Dunn et al., 2001)

acetylcholinesterase (Henchman et al., 2002)
2Stability, extension, shortening, bending, or breakage of a secondary structure element, mostly helix.
"Conformational change of aromatic amino acid residue side-chain.
‘Helix displacement.

Dynamics of internal water molecules. Water is not only the solvent that surrounds the protein but it also enters
the protein via protein matrix or a tunnel. Internal water molecules may help stabilising regions of unsatisfied
backbone hydrogen bonding (Chau, 2004; Damjanovié et al., 2005). Although buried binding sites are selected by
evolution to favour binding of a hydrophobic ligand and disfavour binding of hydrophilic ligand including water,
biological role of the protein often necessitates presence of some polar or even charged groups in the binding site
(Kendrew, 1962) that can attract bulk water molecules. Thus, ligand binding into buried binding site can be
hindered by tightly bound water molecules and these must be displaced to allow ligand binding (Koshland Jr., 1976).
On the other hand, release of the ligand might be facilitated by water and some enzymes (hydrolases) use water as a
co-substrate. Hence, there must be a delicate balance between selectivity of the binding site for ligand and
accessibility of the binding site for water. This balance can be controlled by the above mentioned transient opening of
tunnels, switching between open and closed forms by large conformational changes, and by providing an alternative
tunnel for water escape while ligand enters the protein via another tunnel (Oprea et al., 1997; Tara et al., 1999; Xu
et al., 2003).

1.5 Protein research
1.5.1 Basic principles of scientific research

Scientific discovery. According to Koshland Jr.'s Cha-Cha-Cha theory (2007), there are three categories of
scientific discoveries: (i) charge, i.e. seeing what everyone else has seen and thinking what no one else has thought
before; (ii) challenge, i.e. responding to accumulation of facts or concepts and anomalies unexplained by or
incongruous with scientific theories of the time; and (iii) chance, i.e. seeing what no one else has seen and being able
to realise its importance. In general, scientists should be non-conformists because non-conformism is essential for
progress in science (Woese, 2001; Koshland Jr., 2004; Trevors & Abel, 2004). At the same time, however, the non-
conformism should be restrained to prevent anarchy (Koshland Jr., 2004). The restraint should be performed at two
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levels: (i) by self-criticism of scientists themselves (Popper, 1959); and (ii) by peer-reviewed journals and grant
agencies (Koshland Jr., 2004).

Knowledge. Scientific discoveries lead to progress in our understanding of the scientific problems. Up to date body
of information obtained by scientific discoveries constitutes a knowledge, which can be represented by a model, a
hypothesis or a theory (Koshland Jr., 1995). Importantly, facts are not enriched by the model but the model is
enriched, and made more complex, by the facts (Woese, 2001). To be useful, scientific model should lead to
predictions (Jeffares et al., 1998) and should suggest how to test its validity (Jones, 2003; Trevors & Abel, 2004).
However, the fact that an experimental result is not inconsistent with a theory does not necessarily speaks to the
theory's predictivity or to its validity (Woese, 2001). Thus, to be meaningful, predictions need to be specific in a way
that the theory can stand or fall with the experimental result (Woese, 2001). Whether the experiments prove validity
of the model or prove invalidity of the model, is equally worth. When the bulk of information accummulates that
refutates validity of a model, then a new model should be established, while purging past prejudices (Koshland dJr.,
1995; Woese, 2001).

Scientific goal. There are two possible goals of any scientific research: (i) to get primary knowledge about the
studied problem, i.e. basic research, or (ii) to explore how to exploit already acquired knowledge for human benefit, i.e.
applied research. Today science is being under tremendous formative pressure from the society, at large from medical-
industrial complex in particular, to become a discipline of applications, to merely be society's handmaiden (Woese,
2001).

1.5.2 Protein research strategy

Key steps in protein research. There are several key issues in protein research (Jones, 2003): (i) choice of a
problem to solve, or model to test and gathering all relevant information that pertain to the problem; (ii) choice of an
organism; (iii) choice of a protein; (iv) choice of methods; (v) setup of the methods; (vi) running the methods; (vii)
analysis of results; (viii) interpretation of the analysed results; (ix) confrontation of the interpretation with current
knowledge about the problem; (x) sharing conclusions with scientific community and when aproved then also sharing
the findings with public community. Steps i-iii may go in any order depending on what is the focus field — a protein,
an organism, or a model.

Experiments and computations. According to methods used, two approaches can be distinguished — experiments
and computations, the latter comprising the use of molecular modelling and/or bioinformatics methods. Experiments
and computationss do not contradict, but rather complement each other (Wlodawer et al., 2008). Moreover, these
two approaches are more and more dependent on each other in protein research. Nowadays, every experiment in
protein research depends at some extent on computations, and vice versa (Halperin et al., 2002; Altieri & Byrd,
2004; Billeter et al., 2008; Wlodawer et al., 2008; Giintert, 2009). Experiments and computations are so much
intertwinned in protein research that their seperation is somewhat artificial (Halperin et al., 2002; Altieri & Byrd,
2004; Billeter et al., 2008; Wlodawer et al., 2008; Giintert, 2009). Although, at the end, it is the experiment that
must test model derived by experiments and/or computations, not the other way around (Pross, 2004). In some sense,
even computation can be regarded as a kind of an experiment (Kurzynski, 1998). Anyway, both the approaches are
equally invaluable in protein research. Disappreciating any of the them means half-closing the gate on the path
towards full understanding of proteins.

Protein research points of view. The full understanding of proteins requires simultaneous study of their structure,
dynamics and function. Moreover, these three protein properties must be essentially considered from evolutionary
point of view, because nothing in biology makes sense except in the light of evolution (Dobzhansky, 1964; Koshland
Jr., 1976; Woese, 2001). Various methods have been developed and established as reliable tools for probing protein
structure, dynamics and function (see 1.5.3). Due to tight relationship between hierarchies of protein structure,
hierarchies of protein dynamics and complexity of their effects on protein function, one method may bring information
on various aspects of structure-dynamics-function relationships of a protein, and oppositely, several methods
complement in providing valuable information on a specific property of a protein. Thus, the most comprehensive
understanding of the studied protein can be obtained only by combination of various methods.

1.5.3 Basic tasks in protein research
1.5.3.1 Determination and prediction of protein structure

Determination of primary protein structure. Identification of amino acid residues at every position in the protein
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primary structure is an indispensable step in protein research aimed at understanding structure-dynamics-function
relationships from evolutionary point of view. As the relationship between gene sequence and primary protein
structure is defined by the genetic code, knowing the gene sequence means knowing primary protein structure.
Consequently, there are two possible approaches in determination of primary protein structure: (i) direct
determination of protein primary structure, i.e. protein sequencing, that can be performed using mass spectrometry
(MS) or Edman degradation (Edman, 1949; Edman, 1950); and (ii) determination of primary protein structure
indirectly by determination of the nucleotide sequence of the corresponding gene, i.e. gene sequencing. Protein
sequencing is nowadays used for peptide sequencing and for quick assessment of protein similarities by identification
of few tens of amino acid residues at N-terminus of proteins. Gene sequencing is nowadays a routine approach to
determine sequence of genes. There are three approaches in gene sequencing — (i) chemical sequencing developed by
Gilbert & Maxam (1977), (ii) plus-minus sequencing developed by Sanger and co-workers (Sanger et al., 1977a;
Sanger, 1980); and (iii)) dideoxynucleoside termination sequencing developed by Sanger et al. (1977b).
Dideoxynucleoside termination sequencing replaced plus-minus sequencing and chemical sequncing for higher
precision and speed (Sanger et al., 1978), and for lower consumption of chemicals and lower toxicity, respectively.
Newly determined nucleotide sequences should be deposited in publicly available databases — GenBank (Benson et
al., 2005; http:/www.ncbi.nlm.nih.gov/Genbank/), EMBL nucleotide sequence database (Cochrane et al., 2009;
http:/www.ebi.ac.uk/embl/) or DNA Ddata Bank of Japan (DDBJ; http://www.ddbj.nig.ac.jp/). Data are being shared
among these three databases through International Nucleotide Sequence Database Collaboration (INSDC;
http:/www.insdc.org/).

Determination of secondary protein structure. Some regions of protein sequence fold into secondary structure
elements, helices and B-strands, whereas others form connections between them. Since limited repertoir of secondary
structure elements and their arrangement in space (Chothia, 1992; Vitkup et al., 2001), knowing whether the
protein contains amino acid residues in helical and/or extended conformation, how many and where, narrows the
space of possible tertiary protein structure folds for the given protein sequence. Qualitative and quantitative
information about secondary protein structure can be obtained by means of far-UV (180-260 nm) circular dichroism
(CD) spectroscopy (Kelly et al., 2005). Distinguishing different helical conformations (a-, 3;- and 1-) can be achieved
by UV resonance RAMAN (UVRR) spectroscopy (Mikhonin & Asher, 2006). The same quantitative information as
provided by CD and UVRR spectroscopic approaches, further enriched by assignment of individual amino acid
residues to secondary structure elements, can be obtained from protein backbone chemical shifts (Spera & Bax,
1991; Wishart & Sykes, 1994; Kuszewski et al., 1995; Cornilescu et al., 1999; Wang & Jardetzky, 2002) and
vicinal scalar couplings (Karplus, 1959; Karplus, 1963) determined using nuclear magnetic resonance (NMR)
spectroscopy (Teng, 2005). While NMR chemical shifts and vicinal scalar coupling can be used directly to determine
secondary protein structure, protein crystallography techniques need first to be applied to determine tertiary
structure of an entire protein whose geometry can only then be analysed to identify secondary protein structure
elements (Wlodawer et al., 2008). Several methods are available for such purpose (Martin et al., 2005), e.g. DSSP
(Kabsch & Sander, 1983), KAKSI (Martin et al., 2005), STRIDE (Frishman & Argos, 1995), XTLSSTR (King &
Johnson, 1999), PSEA (Labesse et al.,, 1997), SECSTR (Fodje & Karadaghi, 2002), DEFINE (Richards &
Kundrot, 1988).

Prediction of secondary protein structure. It is well established, by means of CD spectroscopy and NMR
spectroscopy, that different amino acid residues show different propensities for location in helical and extended
conformations, and even at different positions within an element in the case of a helix (Penel et al.,, 1999).
Therefore, it should be possible to predict secondary structure elements from primary protein sequence alone. Indeed,
several bioinformatics methods are available for this purpose, e.g. PSIPRED (Jones, 1999;
http:/bioinf.cs.ucl.ac.uk/psipred/) and JPRED (Cole et al., 2008; http://www.compbio.dundee.ac.uk/www-jpred/), with
average prediction accuracy ~ 75% (Montgomerie et al., 2006). Considering tertiary aspects of secondary structure
elements (Kumar & Bansal, 1998; Pal & Chakrabarti, 2000), the accuracy can be further improved (up to 90%) by
including tertiary protein structure database comparisons as part of the prediction process, e.g. as implemented in
PROTEUS (Montgomerie et al., 2006; http//wks16338.biology.ualberta.ca/proteus/). Higher reliability of secondary
structure prediction can be achieved by combination of various approaches, i.e. using consensus strategy which is so
typical for bioinformatics field, e.g. using NPS@ (Deléage et al., 1997; http:/npsa-pbil.ibcp.fr/cgi-
bin/npsa_automat.pl?page=/NPSA/npsa_seccons.html).

Determination of tertiary protein structure. Determination of tertiary protein structure is at the very heart of any
attempt to understand protein structure-dynamics-function relationships. Tertiary protein structure fingerprint,
useful for comparison between mutant proteins and for validation of sample prior the application of low and high
resolution protein structure determination, can be obtained by near-UV CD spectroscopy (Kelly et al., 2005) and
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Raman optical activity (Wilson et al., 1996). Molecular weight can be identified by gel filtration, electrophoresis,
dynamic light scattering, and by low resolution (~ 10 A) structural techniques (Schmidt & Lamzin, 2007). The
latter include electron microscopy, small angle X-ray scattering (SAXS) and small angle neutron scattering (SANS),
and additionally provide information about molecular shape (Petoukhov & Svergun, 2007; Schmidt & Lamzin,
2007). The deepest insight into protein structure can be obtained by atomic resolution methods, crystallography
(Kendrew et al., 1958; Kendrew et al., 1960; Kendrew, 1962; Acharya & Lloyd, 2005) and NMR spectroscopy
(Altieri & Byrd, 2004), that ideally identify positions of all atoms of a protein in the three-dimensional space.
Crystallographic techniques can be classified according to nature of the diffraction beam into X-ray crystallography,
XC (Kendrew et al., 1958; Kendrew et al., 1960; Kendrew, 1962), neutron crystallography, NC (Blakeley et al.,
2008) and electron crystallography, EC (Unwin & Henderson, 1975; Henderson & Unwin, 1975; Henderson et
al., 1990; Kimura et al., 1997). NMR spectroscopy can be applied to determine tertiary protein structure in solution
using a variety of two-dimensional (HSQC, COSY, TOCSY, NEOSY, HSQC), three-dimensional (HNCO, HN(CA)CO,
HNCA, NOESY/HSQC, TOCSY/HSQC) experiments (Altieri & Byrd, 2004; Foster et al., 2007; Giintert, 2009)
and even four-dimensional experiments (Kay, 2005; Foster et al., 2007), or via chemical shifts only (Cornilescu et
al., 1999; Neal et al., 2003; Cavalli et al., 2007; Shen et al., 2008; Wishart et al., 2008). Chemical shifts can also
be used in solid state NMR structure determination (Baldus, 2007; Robustelli et al., 2008; Shen et al., 2009).
Despite rapid development in NMR (Altieri & Byrd, 2004; Billeter et al., 2008) and ever increasing size limitation,
nowadays > 82 kDa (Tugarinov et al., 2005b), XC is the only technique routinely used to determine structures of
large proteins > 20 kDa (Foster et al., 2007; Billeter et al., 2008). XC will likely remain the primary technique for
determining structures of large proteins for the forseeable future (DeLucas et al., 2003; McPherson, 2004). Other
approaches will find applications when XC fails (Bard et al., 2004; McPherson, 2004; Acharya & Lloyd, 2005;
DeLucas et al., 2005; Pusey et al., 2005; Manjasetty et al., 2008) and/or when NC-specific information, i.e.
position of hydrogen atoms (Blakeley et al., 2008), EC-specific information, i.e. determination of tertiary structure
of membrane proteins and determination of charge state of individual amino acid residues (Kimura et al., 1997;
Mitsuoka et al., 1999; Hite et al., 2007), is needed; solution and solid state NMR will find application especially for
characterisation of “unstructured” functional proteins (Billeter et al., 2008) and membrane proteins (Robustelli et
al., 2008; Shen et al., 2009), respectively. Determined protein structures should be deposited in publicly available
Protein Data Bank (PDB; Berman et al., 2003). Additionally, there exists also specialised NMR structure database,
DRESS (Nabuurs et al.,, 2004), Hydrogen and Hydration in proteins Data Base (HHDB) storing positions of
hydrogen atoms determined by NC (Blakeley et al., 2008), and protein fold classification databases, CATH (Orengo
et al., 1997; Orengo et al., 1998; Orengo et al., 2002; Reeves et al., 2006; Cuff et al., 2009) and SCOP (Murzin
et al., 1995; Hubbard et al., 1998). It should be emphasised that both NMR protein structures and protein crystal
structures are models, i.e. interpretations of NMR and crystallographic experiments, respectively (Lupas, 2008).
Atomic-detail determination of tertiary protein structure is thus an examplary example of interdependence of
experiment and molecular modelling (Lupas, 2008).

Prediction of tertiary protein structure. Sometimes, the protein resists XC/NC/EC determination or is too large to
be tackled by NMR spectroscopy. In such cases, atomic-detail structure can still be obtained — using bioinformatics
and molecular modelling techniques. Based on the assumption, that similar protein sequences fold into similar native
tertiary structures (Chothia & Lesk, 1986; Dalal et al., 1997; Baldwin & Rose, 1999b; Orengo et al., 2002), the
so-called homology model can be build using sufficiently similar (Vitkup et al., 2001), i.e. likely evolutionary
homologeous (Aloy et al., 2005), NMR, XC, NC or EC high or atomic resolution tertiary protein structures, e.g. by
means of MODELLER (Sali & Blundell, 1993; http:/www.salilab.org/modeller), SWISSMODEL (Schwede et al.,
2003; http://swissmodel.expasy.org/SWISS-MODEL.html) and Genesilico MetaServer (Kurowski & Bujnicki, 2003;
https//www.genesilico.pl/meta2/). Quality of a homology model depends on number of available template structures,
sequence identity, distribution of non-similar regions, presence of long insertions and deletions, methods applied, and
whether the case belongs to majority of similar sequence-similar fold “rule” or is an exception (Vitkup et al., 2001).
At target-template sequence identity > 30-35%, the homology model quality often allows to correlate structural
variations with differences in function (Vitkup et al., 2001). For sequence identity > 40%, homology model quality
increases linearly with increasing sequence identity (Vitkup et al., 2001). Since limited number of folds in nature,
carefully chosen proteins for NMR or crystallographic tertiary structure determination may identify all 95% of all 10*
natural folds (Chothia, 1992; Vitkup et al., 2001) in ten years, according to estimation of growing speed of structure
determination in subsequent years (Vitkup et al., 2001). Then, almost all protein sequences would have sufficiently
similar sequence with one or more experimental model that would allow high-quality homology models to be built
(Vitkup et al.,, 2001). Higher number of template structures is convenient as it allows building higher quality
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fragments of the target protein and subsequent recombining the fragments into final model, a strategy used by
Frankenstein3D approach (Kosinski et al., 2003; Kosinski et al., 2005;
https//genesilico.pl/toolkit/unimod?method=FrankensteinWebOptimizeAlignment). If no template protein structure is
available, the tertiary protein structure can be predicted by de novo building using information from secondary
structure prediction, turn prediction, atomic interactions, fragment insertion and numerical simulations, e.g.
ROSETTA (Bradley et al., 2003). Alternatively, fold can be identified via the so-called threading approaches, e.g.
SUPERFAMILY (Gough et al., 2001), PHYRE (Kelley & Sternberg, 2009), pGenTHREADER (Bryson et al.,
2005) and pDomTHREADER (Bryson et al., 2005), i.e. by secondary structure prediction and advanced sequence
comparison followed by testing compatibility of the sequence with the selected known folds (Bowie et al., 1991;
Bryant & Lawrence, 1993; Moult et al., 1997). Despite the heavy effort to predict tertiary protein structures, eight
rounds of Critical Assessment of Structure Prediction (CASP) competitions (Moult et al., 1995;
http:/predictioncenter.org/), initiated by Moult in response to periodic, poorly substantiated claims of decisive
progress in solving the protein folding problem reveal that so far, no methods has produced results suggesting that the
problem of predicting protein structure has been reached at a fundamental level (Kryshtafovych et al., 2005;
Lupas, 2008).

Determination of quarternary protein structure. Oligomeric state of a protein can be identified by gel filtration,
electrophoresis, dynamic light scattering, electron microscopy, SAXS and SANS (Petoukhov & Svergun, 2007;
Schmidt & Lamzin, 2007). Atomic resolution quarternary protein structure can be obtained by NMR, XC, NC and
EC, as in the case of tertiary protein structure. NMR spectral perturbation (Huang et al., 1998; Fiaux et al., 2002),
cross-relaxation (Garrett et al., 1999) and cross-saturation experiments (Nishida et al., 2003) can be used to
determine quarternary interaction interface quickly without the need to solve three-dimensiona structure of an
entire complex and without “intrinsic” size limitation. Therefore, the NMR techniques are conveniently applicable to
large complexes > 300 kDa (Huang et al., 1998; Fiaux et al., 2002; Nishida et al., 2003; Foster et al., 2007),
whereas XC/NC/EC must be first applied to solve the three-dimensional structure that only then can be used to
predict, and analyse quarternary contacts and to distinguish them from packing interactions in the crystal lattice
(Bahadur et al., 2004; Janin et al., 2007; Kobe et al., 2008). Biologically relevant quarternary interface is usually
more hydrophobic, contains more fully buried atoms, and shows more compact atomic packing compared to crystal
packing (Bahadur et al., 2004; Janin et al., 2007). Nevertheless, distinguishing biologically relevant interface from
crystal contacts is often not straightforward because physical basis is the same. Moreover, biologically relevant
interface may not be always present in the crystal. Thus absence of these interactions cannot be granted as the proof
of absence of quarternary structure (Kobe et al., 2008). These limitations necessitate complementing the
crystallographic analysis with computational predictions and multiple complementary experimental techniques,
including the above mentioned NMR spectroscopy, electron microscopy, CD spectroscopy, SAXS, SANS, atomic force
microscopy (ATF), MS, fluorescence resonance energy transfer (FRET), electron paramagnetic resonance (EPR)
spectroscopy, and mutagenesis of putative interface amino acid residues (Kobe et al., 2008).

Prediction of quarternary protein structure. Based on physico-chemical models of macromolecular interactions and
chemical thermodynamics, quarternary protein structure can be detected in XC structures with the use of Protein
Interfaces, Surface and Assemblies (PISA) with 80-90% success rate (Krissinel & Henrick, 2007;
http:/www.ebi.ac.uk/msd-srv/prot_int/pistart.html). Using PISA, biological role of the macromolecular interface can
be assessed and the predicted interface can be further compared with previously identified interfaces (Krissinel &
Henrick, 2007). Similar success rate was reported for another computational approach that is based on interface
area, fraction of surface involved, numbers and properties of atomic pair contacts, and amino acid residue propensities
(Bahadur et al., 2004). Although biological quarternary contacts are usually conserved, combination of size
information and conservation criteria in quarternary contacts predictions showed only little predictive benefit added
by the latter (Valdar & Thornton, 2001) because of presence of two extremes: (i) two protein complexes can show
similar quarternary interactions despite very weak sequence similarity, e.g. fibroblast growth factors and their
receptors vs interleukins-1 and its receptor; and (ii) two protein complexes can show different quarternary
interactions despite high sequence similarity, e.g. interaction between CheY and CheA-P2 differs by a rotation of 180°
in different bacterial species (Aloy et al., 2005). Nevertheless, on average, there is low, medium and high correlation
between sequence identity of < 30%, 30-60% and > 60%, respectively, and interaction similarity (Aloy et al., 2005).
Since limited number of interfaces used by nature, estimated ~ 10* (Aloy et al., 2005), as new interfaces are being
detected, the coverage of the quarternary interaction space increases which will yield ever more secure predictions in
future (Vitkup et al., 2001).
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1.5.3.2 Determination and prediction of protein dynamics

Experimental approaches. Protein structure determines protein dynamics and they jointly determine protein
function (Karush, 1950; Wolfenden, 1974; Parak, 2003; Busenlehner & Armstrong, 2005; Igumenova et al.,
2006; Jarymowycz & Stone, 2006). Information about conformational changes of native individual protein
molecules can be obtained by SAXS and SANS (Petoukhov & Svergun, 2007). Atomic resolution of protein motions
including ligand-induced motions can be obtained by high-resolution techniques, XC (Smith et al., 1994; Wilson &
Brunger, 2000; Acharya & Lloyd, 2005; Bourgeois & Royant, 2005), NC, EC and NMR (Palmer, 2004;
Mittermaier & Kay, 2006). Exceptional information on protein dynamics is also provided by combination of
Hydrogen/Deuterium (H/D) exchange with NC (Blakeley et al., 2008), NMR (Englander & Kallenbach, 1983) or
MS (Busenlehner & Armstrong, 2005). Ligand-induced conformational changes can be also detected by differential
scanning calorimetry (Gohlke & Klebe, 2002), far-UV CD spectroscopy (Kelly et al., 2005), and by wide-angle X-ray
scattering with 2-3 A resolution if high resolution XC structure of the protein is available (Fischetti et al., 2004).
Far-UV CD spectroscopy can be also applied to study protein folding by study of refolding of denaturated proteins and
can be used to measure rate of tertiary protein structure acquisition (Kelly et al., 2005). Protein folding can be also
studied by real-time NMR spectroscopy (Zeeb & Balbach, 2004) allowing detection of folding equilibrium
intermediates that can be silent to far-UV CD spectroscopy or fluorescence spectroscopy (Zeeb & Balbach, 2004).

Determination of protein dynamics by XC. Proteins in crystal can perform function (Bourgeois & Royant, 2005)
which is a proof of presence of biologically important motions in proteins in crystals (Smith et al., 1994; Wilson &
Brunger, 2000; Acharya & Lloyd, 2005), although some large-scale motions can be impeded by the crystal lattice
(Wilson & Brunger, 2000). XC can provide information about the protein motions through (i) atomic displacement
parameter or its mathematical transformation into temperature factor (also known as “B-factor”), which is part of the
final crystal structure model, (ii) translation-libration-screw (TLS) parameters for XC structures with resolution
higher than 2 A (Winn et al., 2001; Chaudhry et al., 2004), and (iii) when a series of static structures are assigned
to various states along a reaction pathway morphed into movies (Echols et al., 2003). B-factors provide information
about mobility of each atom around its mean position: the higher the B-factor the higher the atomic mobility
(Acharya & Lloyd, 2005). While XC structures solved at resolution < 1.2 A should be always provided with
isotropically refined B-factors, i.e. showing spherical shape of mobility, B-factors for XC structures solved to high
resolution, i.e. > 1.2 A, can be refined anisotropically, i.e. showing different mobility of atoms in different directions
via three-dimensional ellipsoid defined by length and three-principal axes and thus providing information about
directional motion (Acharya & Lloyd, 2005; Schmidt & Lamzin, 2007). Secondary structure elements, especially
B-sheets, are among the regions with the lowest B-factors, whereas loops, especially those located at protein surface,
and N- and C-termini often belong to high B-factor regions. Derivative B-factors, i.e. differences between average B-
factors for two consecutive amino acid residue main-chain groups, reveal regions of flexibility, i.e. hinge regions
responsible for rigid body motion (Carugo, 2001). Different protein molecules often possess different conformations
even in the crystal lattice, although some may be consequence of protein molecules being in the crystalline state
(Acharya & Lloyd, 2005). If these conformations are highly populated, they give rise to smear in electron density
map or alternative electron density for the group that differs in conformation among the ensemble of protein
molecules in the crystal lattice. High mobility of some region of a protein and solvent content surrounding the protein
molecule may cause missing electron density and therefore the final XC structure may have some regions missing,
which is an indication of mobility or solvent effects (Acharya & Lloyd, 2005). If some groups populate two or more
different conformations, these can be identified by the alternative electron density for the group and these are
included in the final model with occupancy information, from 0 for no occupancy to 1 for 100% occupancy (Acharya &
Lloyd, 2005). Although dynamics of protein in crystal lattice is not severely ceased because protein molecules are
surrounded by solvent and contacts between protein molecules in crystal lattice are rather loose (Wilson & Brunger,
2000) XC provides only limited information about protein dynamics, because the final protein crystal structure is a
time and space average of a large ensemble of protein molecules (Acharya & Lloyd, 2005). Deeper insight into
mobility and flexibility in protein molecule, i.e. beyond static, time and space averaged image of XC, that might be
important for function can be obtained: (i) by time-resolved XC which can provide a reaction kinetics of conformational
changes at the atomic level, but the pathway from one conformation to the other is different for each individual
protein molecule in the crystal thus the time-resolved experiments cannot visualise the atomic trajectories by which
one molecule passes from one state to the next (Parak, 2003); or (ii) by multi-wavelength technique, e.g. picosecond
time-resolved Laue diffraction using unfiltered polychromatic X-ray pulses, for fast data collection allowing catching
transient chemical states in the crystal and identification of direction of motions (Schotte et al., 2004; Schmidt &
Lamzin, 2007).
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Determination of protein dynamics by NMR spectroscopy. One of the greatest strengths of NMR spectroscopy is
the possibility to measure molecular motion at near-atomic resolution (Palmer, 2004; Mittermaier & Kay, 2006),
and to identify (i) motions on various time-scales (~ 10 to ~ 10° s), i.e. involving local, rigid-body, and global motions,
and (ii) correlations between motions (Tousignant & Pelletier, 2004; Zeeb & Balbach, 2004; Kay, 2005). TROSY
NMR experiments and advance in labeling allows molecular motions to be studied in large proteins and their
complexes, e.g. macromolecular assembly involving 300 kDa cylindrical protease ClpP, a 14-subunit oligomer
consisting of two symmetrical heptameric rings (Sprangers et al., 2005). Thus motions can be studied by NMR
directly in a biological functional context (Zhu et al., 2000; Tugarinov et al., 2005a). NMR measurements of
residual dipolar coupling (‘HN-"*N) resulting from the weak alignment of solute proteins in dilute solution of ordering
media provides information about protein backbone dynamics (Tolman & Ruan, 2006). If these measurements are
supplemented by N spin relaxation experiments then information about protein internal dynamics change upon
ligand binding can be obtained (Kay, 2005). 2H spin relaxation NMR experiments provide information about: (i)
molecular recognition (Kay et al., 1998); (ii) protein folding (Choy et al., 2003); (iii) protein stability (Lee & Wand,
2001); and (iv) response of protein dynamics to hydrophobic core amino acid residue mutations (Mittermaier & Kay,
2004). These examples of NMR techniques demonstrate why NMR spectroscopy is currently at the centre of efforts to
illuminate the nature of protein dynamics and their role in biological function Igumenova et al., 2006).

Computational approaches. Molecular modelling, normal mode analysis (NMA) and molecular dynamics (MD)
simulations, provide finer time and space resolution of protein dynamics compared to experimental techniques
(Skjaerven et al., 2009). However, it should be emphasised that both NMA and MD simulations rely on high
resolution protein models that can be obtained only by experimental techniques.

Prediction of protein dynamics by NMA. Correlated, shear and hinge, motions can be predicted by analysis of
vibrational normal modes (Table 8). Compared to MD simulations, NMA is better suited to study the slow dynamics
involving large structural rearrangements because NMA is less computationally demanding. NMA proved to
reproduce vibrational spectra (Wilson et al.,, 1955) which demonstrated predictive power of the computational
approach (Skjaerven et al., 2009). NMA includes: (i) characterising and visualising displacements associated with
the modes, directly comparable with B-factors; (ii) identifying correlated motions; (iii) measuring degree of collectivity
of displacement for assessment of degree of flexibility of domains; (iv) identifying number of NM needed to describe
transconformation; and (v) simulating transition pathways between two conformations (Skaerjven et al., 2009).

Table 8 | Normal mode analysis programs.

Program Link

AD-ENM http://enm.lobos.nih.gov/start.html

DC-ENM http://enm.lobos.nih.gov/start_dc.html

DFProt http://sbg.cib.csic.es/Software/DFprot/

EINémo http://igs-server.cnrs-mrs.fr/elnemo/index.html
iGNM http://ignm.ccbb.pitt.edu/Index.htm

MinActionPath http:/lorentz.immstr.pasteur.fr/maxL_traj.php
MolMovDB http:/molmovdb.org/

NOMAD-Ref http:/lorentz.immstr.pasteur.fr/nomad-ref.php
NORMA http://www.igs.cnrs-mrs.fr/elnemo/NORMA/

oGNM http://ignm.ccbb.pitt.edu/GNM_Online_Calculation.htm
Path-ENM http://enm.lobos.nih.gov/start_path.html

ProMode Database http://promode.socs.waseda.ac.jp/pages/jsp/index.jsp
TMM http://services.cbu.uib.no/tools/tmma

WEBnm http://services.cbu.uib.no/tools/normalmodes

Prediction of protein dynamics by MD simulations. MD simulation is the most powerful theoretical method for
description of protein dynamics (Karplus & Kuriyan, 2005; Rueda et al., 2007) because it provides atomic-detail
resolution of all types of protein motions and their time-scales, if only not limited by short simulation time.
Nevertheless, suppossing reasonable approximations are applied (Carloni et al., 2002), MD simulation is the only
technique, and well established, that can provide dynamical behaviour of a protein in “real time” movie; some such
movies are being shared via publicly available MolMovDB database (Gerstein & Krebs, 1998; Echols et al., 2003;
Flores et al., 2006). The limitation of simulated time can be handled by enhanced conformational sampling by using
implicit solvent model or by enhanced sampling MD simulation methods (Roitberg & Simmerling, 2004), e.g.
replica exchange MD (Sugita & Okamoto, 1999) which is one of the most effective sampling method (Liwo et al.,
2008), locally enhanced sampling MD, LES (Elber & Karplus, 1990), targeted MD, TMD (Schlitter et al., 1993),
steered MD, SMD (Phillips et al., 2005), random acceleration MD, RAMD (Liidemann et al., 2000a), and umbrella
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sampling MD, USMD (Kumar et al., 1992; Kumar et al., 1995). Most MD simulations in the future are expected to
be of the steered type (Phillips et al., 2005). In general, each MD method relies on a force field, i.e. parameters that
describe atomic properties and interatomic bonded and non-bonded interactions (forces), and a potential energy
function that uses the parameters for description of the relationship between structure and energy of the system
(Mackerell, 2004). Interatomic forces are derived empirically and electronic degrees of freedom are integrated out
(Carloni et al., 2002). Several MD packages have emerged within last three decades; the most widely used are
AMBER (Weiner & Kollman, 1981; Case et al., 2005), CHARMM (Brooks et al., 1983), GROMOS (Christen et
al., 2005), GROMACS (Van Der Spoel et al., 2005), NAMD (Humphrey et al., 1996; Phillips et al., 2005), OPLS
(Jorgensen & Tirado-Rives, 1988), and OPLS-AA (Jorgensen et al., 1996). Modern protein force fields, e.g.
CHARMM, AMBER and OPLS-AA, behave comparably in MD simulations (Price & Brooks III, 2002). The progress
in MD simulations is almost entirely dependent on advances in computing power (Borrell, 2008). either through the
growth of supercomputing centres (e.g. MetaCentrum; http:/meta.cesnet.cz/cms/opencms/en) or through imaginative
distributive computing, e.g. folding@home (Shirts & Pande, 2000). For illustration, the first successful MD
simulation of a protein, 9.2 ps of 58-amino acid residue bovine pancreatic trypsin inhibitor was reported in 1977
(McCammon & Karplus, 1977). 39 years later, > 50 ns long all-atom MD simulation of entire living system, satellite
tobbacco mosaic virus composed of ~ 10° atoms, was reported (Freddolino et al., 2006). MD simulation length
progressed rapidly: 10 ps for years 1970-1979, 10-100 ps for years 1980-1995, 100 ps to 1 ns for years 1995-1999, and 1-
100 ns for years 2000-2007 (Sanbonmatsu & Tung, 2007). Despite the progress, however, the desired depth of
understanding of protein action in time by using MD is not particularly close (Lupas, 2008).

1.5.3.3 Determination and prediction of protein function

Determination and prediction of protein function by sequence and structure comparison. There are two possible
scenarios how to match a protein with a function, both starting by creating a genome library. In the first approach,
the genome library is searched for known function. The genome fragment of the clone that acquired the function is
sequenced and gene that encodes for the protein responsible for the function can thus be identified. In the second
approach, entire genome library is sequenced to determine nucleotide sequence of the whole genome. The genome
sequence is then searched for all possible non-stop frames (also known as “open reading frames”), which represent set
of putative genes. Comparison of the sequences of open reading frames with protein sequences stored in publicly
available nucleotide sequence databases, GenBank, EMBL nucleotide sequence database and DDBJ, and protein
sequence database, UniProt (Apweiler et al., 2004a; Apweiler et al.,, 2004b; Bairoch et al., 2005; UniProt
Consortium, 2009), can reveal similarity with a gene whose protein product and its function is known (McLachlan,
1971; Gaboriaud et al., 1987; Altschul et al., 1990; Altschul & Lipman, 1990; Altschul et al., 1997; Callebaut
et al., 2000). The higher is the sequence similarity, the higher is the confidence about functional similarity, although
exceptions may exist. There are numerous approaches for sequence-based function prediction (Table 9; Watson et
al., 2005). These tools play important role in proposing function of newly identified putative genes, that nowadays
emerge in large number from genome and metagenome sequencing projects. Once prediction of function suggests
some possible functions, these must be tested experimentally by biochemical characterisation and, if possible,
structural characterisation, including solving atomic-detail resolution protein structure by XC, NC, EC or NMR. The
experimental protein structure can be then used for structure-based function prediction (Table 9).
Determination/prediction of protein function is thus a classic example of tight cooperation between experiment,
bioinformatics and molecular modelling.

Table 9 | Function prediction. (pp. 59-60)
Approach Methods
Sequence-based BLAST/PSI-BLAST (http://blast.ncbi.nlm.nih.gov/Blast.cgi)
function prediction SSEARCH/FASTA (http:/fasta.bioch.virginia.edu/fasta_www2/fasta_list2.shtml)
PROSITE (http://www.expasy.org/prosite/)
PRINTS (http:/www.bioinf.manchester.ac.uk/dbbrowser/PRINTS/index.php)
Pfam (http://pfam.sanger.ac.uk/)
ProDom (http://prodom.prabi.fr/prodom/current/html/home.php)
TIGRFAMs (http:/www.jcvi.org/cms/research/projects/tigrfams/overview/)
SMART (http://smart.embl-heidelberg.de/)
SUPERFAMILY (http://supfam.cs.bris.ac.uk/SUPERFAMILY/)
InterProScan (http:/www.ebi.ac.uk/Tools/InterProScan/)
Hhpred/HHsearch (http:/toolkit.tuebingen.mpg.de/hhpred)
COACH (http://drive5.com/lobster/)
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Approach Methods
Sequence-based QuasiMotiFinder (http:/quasimotifinder.tau.ac.il/)
function prediction
Fold similarity- DALI (http://ekhidna.biocenter.helsinki.fi/dali_server/)
based function SSM (http://www.ebi.ac.uk/msd-srv/ssm/)
prediction CATHEDRAL (http://www.cathdb.info/cgi-bin/Grath.pl)
VAST (http:/structure.ncbi.nlm.nih.gov/Structure/VAST/vast.shtml)
CE (http://cl.sdsc.edu/ce.html)
FAST (http:/biowulf.bu.edu/FAST/)
Pockets and clefts- CASTp (Dundas et al., 2006; http:/sts-fw.bioengr.uic.edu/castp/index.php)
based function VOIDOO (Kleywegt & Jones, 1994)
prediction SURFNET (http://cbm.bio.uniroma2.it/surface/[http://www.biochem.ucl.ac.uk/~roman/surfnet/surfnet.html)
SURFACE (http://cbm.bio.uniromaZ2.it/surface/)
Active sites-based MSDsite (http:/www.ebi.ac.uk/pdbe-site/PDBeSite/)
function prediction CSA (Porter et al., 2004; http://www.ebi.ac.uk/thornton-srv/databases/CSA/)
PINTS (http:/www.russell.embl-heidelberg.de/pints/)
SPASM/RIGOR (http://xray.bmc.uu.se/usf/spasm.html)
SuMo (http://sumo-pbil.ibcp.fr/cgi-bin/sumo-welcome)
PDBSiteScan (http://wwwmgs.bionet.nsc.ru/mgs/gnw/pdbsitescan/)
DRESPAT (http://www.it.iitb.ac.in/~ashish/research/drespat.html)
SARIG (http://bioinfo2.weizmann.ac.il/%7Epietro/SARIG/V3/index.html)

Phylogenetic ConSurf (http:/consurf.tau.ac.il/)

analysis-based FunShift (http:/funshift.sbc.su.se/)

function prediction ET (http:/www-cryst.bioc.cam.ac.uk/~jiye/evoltrace/evoltrace.html)

Prediction of PDNA-pred (http:/www.ebi.ac.uk/thornton-srv/databases/PDNA-pred/)

protein-DNA PreDS (http:/pre-s.protein.osaka-u.ac.jp/preds/)

interaction Protein-Nucleic Acid Interaction Server (http://www.biochem.ucl.ac.uk/bsm/DNA/server/)
Prediction of STRING (http:/string.embl.de/)

networks and IntAct (http://www.ebi.ac.uk/intact/site/index.jsf)

protein-protein MIPS (http://mips.gsf.de/proj/ppi/)

interactions ProMate (http:/bioinfo.weizmann.ac.il/promate/)

Function definition KEGG (http://www.genome.jp/kegg/)
Enzyme nomenclature (http://www.chem.qmul.ac.uk/iubmb/enzyme/)
GO (http://geneontology.org/)
GOA (http://www.ebi.ac.uk/GOA/)
Function prediction ProFunc (http://www.ebi.ac.uk/thornton-srv/databases/ProFunc/)
servers ProKnow (http://proknow.mbi.ucla.edw/)
SiteEngine (http:/bioinfo3d.cs.tau.ac.il/SiteEngine/SiteEngine.html)
AnaGram (http:/mango.ac.uma.es/anagram/)
Gene3D (http:/gene3dd.biochem.ucl.ac.uk/Gene3D/)

Determination of protein-ligand binding. Since many proteins function by binding ligands, determination of
protein-ligand complexes at high/atomic resolution is important step towards deeper understanding of protein
function. Both NMR (Huang et al., 1998; Garrett et al., 1999; Fiaux et al., 2002; Nishida et al., 2003; Foster et
al., 2007) and with greater certainty crystallography (Blundell & Patel, 2004) can suggest both region where the
protein function is being executed and ligands that are capable of binding. NMR allows mapping of binding interfaces
of interacting partners without the need for de novo tertiary protein structure determination, i.e. without any
intrinsic size limitation, which makes determination of protein-ligand binding interaction the most common
application of protein NMR (Huang et al., 1998; Garrett et al., 1999; Fiaux et al., 2002; Nishida et al., 2003;
Foster et al., 2007). H/D-exchange coupled with MS can be used for mapping unknown ligand binding sites and for
correlating the observed changes in protein dynamics to function (Busenlehner & Armstrong, 2005). Since protein
function can be greatly influenced by solvent, solving XC in various solvents, the so-called experimental solvent
mapping, can reveal solvent and potential ligand binding sites (Ringe & Mattos, 1999). This approach has also its
NMR counterpart (Liepinsh & Otting, 1997). Binding affinity can be determined by two approaches: (i) indirect
methods, e.g. fluorescence quenching; and (ii) direct measurement of thermodynamic parameters by means of
microcalorimetric measurements using isothermal titration calorimetry and diffferential scanning calorimetry
(Gohlke & Klebe, 2002).

Prediction of protein-ligand binding. Discrimination between ligand and non-ligand in complexes determined to
high-resolution by XC, NC, EC, or NMR spectroscopy can be done computationally by various tools, e.g. LIGPLOT
(Wallace et al., 1995), TESS (Wallace et al., 1997), ASSAM (Artymiuk et al., 1994) and Relibase (Kleywegt,
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1999). Rapid assessment of possible ligand binding sites can be performed by computational solvent mapping, the
counterpart of XC and NMR solvent mappings (Silberstein et al., 2003). An alternative to the computational solvent
mapping is represented by molecular docking, pioneered during early 1980s (Kuntz et al., 1982), This approach plays
an important complementary and supportive role in determination of protein-ligand association from several
perspectives — protein binding site, ligand affinity and ligand specificity (Halperin et al., 2002). The most widely
used docking programs include ADAM (Mizutani et al., 1994), AutoDock (Goodsell & Olson, 1990; Morris et al.,
1996; Morris et al., 1998), DARWIN (Taylor & Burnett, 2000), DIVALI (Clark & Ajay, 1995), DOCK 4.0 (Ewing
et al., 2001), DockVision (Hart & Read, 1992), EUDOC (Perola et al., 2000), FlexE (Claussen et al., 2001), FlexX
(Rarey et al., 1996), FLOG (Miller et al., 1994), FTDOCK (Gabb et al., 1997), GOLD (Jones et al., 1997),
Hammerhead (Welch et al., 1996), ICM (Abagyan et al., 1994), LIGIN (Sobolev et al., 1996), LUDI (B6hm,
1992), MCDOCK (Liu & Wang, 1999), Prodock (Trosset & Scheraga, 1999), PRO_LEADS (Baxter et al., 1998),
QXP (McMartin & Bohacek, 1997), SANDOCK (Burkhard et al., 1998), SFDock (Hou et al., 1999), and Soft
docking (Jiang & Kim, 1991). As of year 2006, the most cited program was AUTODOCK with 27% share (Sousa et
al., 2006). However, performance of most docking tools is highly dependent on the specific characteristics of both the
binding site and the ligand. Therefore, establishing which method would be most suitable in a precise context is
almost impossible (Sousa et al., 2006). As tertiary protein structure prediction has its CASP, so has molecular
docking its CAPRI, Critical Assessment of Predicted Interactions (Janin et al., 2007). CAPRI revealed that docking
algorithms work efficiently and accurately when predicting the mode of assembly of proteins that do not
“significantly” change conformation upon association and perform less well in the presence of large conformational
changes (Janin et al., 2007). Thus, the most challenging problem of molecular docking is treatment of ligand and
especially protein dynamics as both may be important for formation of the protein-ligand complex in both
conformational selection and induced-fit binding scenarios (May & Zacharias, 2005). Although every docking
approach contains scoring function for discriminating between ligand binding modes and between various ligands,
reliable estimation of free energy of binding must be obtained by other approaches. Currently, one of the best ways to
calculate binding energy is to use the linear response approximation (LRA) treatment which provides good estimate
for the free energy associated with change between potential surfaces and possibility of decomposition of free energies
to their individual additive contributions, in contrast to free energy perturbation, FEP (Lee et al., 1992; Olsson et
al., 2004).

Determination of ligand migration through protein. Ligand migration through protein may play crucial role for
function of proteins with buried binding sites. Ligand migration through protein can be inferred experimentally by
capturing protein-ligand complexes by XC (Verschueren et al., 1993a; Pikkemaat et al., 1999; Dunn et al., 2001;
Podust et al., 2001; Teeter, 2004) or by NMR (Berlow et al., 2007; Yao et al., 2007), by identification of cavities in
high-resolution experimental protein structures (Williams et al., 1994; Oprea et al., 1997; Takano et al., 1997;
Brunori et al.,, 1999), by various physico-chemical methods, e.g. flash (laser) photolysis (Austin et al., 1975;
Brunori et al., 1999; Scott et al., 2001; Lavalette et al., 2006), time-resolved photoacustic calorimetry (Di Primo
et al., 1997), fluorescence spectroscopy (Verschueren et al., 1993a; Brunori et al., 1999; Pikkemaat et al., 1999;
Prasad et al., 2000; Prasad & Mitra, 2002), phosphorescence spectroscopy (Khajehpour et al., 2003), UV-VIS and
resonance Raman spectroscopy (Jakopitsch et al., 2005) and charge-transfer absorption spectroscopy (Zelent et al.,
2004), and in case of an enzyme by appropriate methods for enantioselectivity measurements (Wombacher et al.,
2006), and for steady-state kinetics (Scott et al., 2002; Jakopitsch et al., 2005) and pre-steady state kinetics
measurements (Jakopitsch et al., 2005).

Prediction of ligand migration through protein. Possible ligand pathway through protein can be identified by
searching for continuous region of high B-factor amino acid residues or atoms in the so-called thermal motion
pathway approach (Liidemann et al., 1997; Carugo & Argos, 1998). High-resolution XC, NC, EC and NMR
structures can be also explored for presence of internal cavities, e.g. by CASTP (Dundas et al., 2006) and VOIDOO
(Kleywegt & Jones, 1994), and tunnels, e.g. by CAVER 1.0 (Banas et al., 2006; Petiek et al., 2006; Cojocaru et
al.,, 2007; Negri et al., 2007; Silberstein et al., 2007; http://www.loschmidt.chemi.muni.cz/caver-1.0/), MOLE
(Petirek et al, 2007; http//mole.chemi.muni.czindex.php), MOLAXIS (Yaffe et al, 2008;
http:/bioinfo3d.cs.tau.ac.il/MolAxis/molaxishtml), CHUNNEL (Coleman & Sharp, 2009;
http:/crystal. med.upenn.edu/software.html), and SLITHER (Lee et al., 2009;
http:/slither.rcas.sinica.edu.tw/index.php). However, ligand migration is a dynamic process characteristic by motions
in both protein and ligand, and by protein-ligand interactions. MD is currently the only approach that can provide
atomic-detail movie of ligand migration in proteins. Both classical MD (Kottalam & Case, 1988; Wlodek et al.,
1997; Enyedy et al., 1998; Brunori et al., 1999; Tara et al., 1999; Wriggers & Schulten, 1999; Henchman et
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al., 2002; Khajehpour et al., 2003; Xu et al., 2003; Chau, 2004; Damjanovié¢ et al., 2005; Wen et al., 2005;
Schleinkofer et al., 2005; Banas et al., 2006; Hritz et al., 2006; Zhou et al., 2006; Negri et al., 2007; Wang &
Duan, 2007) and enhanced sampling MD simulations (Kottalam & Case, 1988; Liidemann et al., 1997; Enyedy
et al., 1998; Wriggers & Schulten, 1999; Liidemann et al., 2000a; Van Belle et al., 2000; Isralewitz et al.,
2001; Scott et al., 2001; Bui et al., 2003; Xu et al., 2003; Wade et al., 2004; Li et al., 2005; Schleinkofer et al.,
2005; Bikiel et al., 2006; Carlsson et al., 2006; Cohen et al., 2006; Wang & Duan, 2007) were employed in
numerous studies and proved useful in identification of pathways and dynamical behaviour associated with ligand
diffusion through protein, and protein-ligand interactions during the process. The enhanced sampling MD
simulations include RAMD (Liiddemann et al., 1997; Liidemann et al., 2000a; Wade et al., 2004; Schleinkofer et
al., 2005; Carlsson et al., 2006; Wang & Duan, 2007), SMD (Wriggers & Schulten, 1999; Isralewitz et al., 2001;
Xu et al., 2003; Li et al., 2005; Bikiel et al., 2006), LES (Scott et al., 2001), multiple copy sampling (Van Belle et
al., 2000), activated MD (Bikiel et al., 2006), USMD (Kottalam & Case, 1988; Enyedy et al., 1998; Bui et al.,
2003), extended MD (Bikiel et al., 2006), and implicit ligand sampling (Cohen et al., 2006). Both classical and
especially enhanced sampling MD simulations provide such a level of information that cannot be achieved by
contemporary experimental methods. This apparent advantage of computations over experiments is at the same time
the major drawback of the simulations as they do not have corresponding experimental validation. Thus,
interpretation of the simulations requires a special caution.

Determination of enzyme reaction mechanism. The task of determination of reaction mechanism can be tackled
using variety of techniques and its scenario largely depends on particular case. From chemical point of view, there are
various possibilities, how a substrate can be chemically modified by an enzyme into particular product; and the
reaction can include more than one distinct chemical step, and thus one or more intermediates. It is therefore of high
importance to get understanding of the underlying chemistry of the enzymatic reaction. This problem needs to be
tackled from three points of view — structural (see 1.5.3.1), dynamical (see 1.5.3.2) and chemical. Identification of
catalytic amino acid residues, substrate binding residues, co-substrate/co-factor/co-enzyme requirement and their
binding sites, is crucial structural information for determination of reaction mechanism. This structural information
can be obtained from both NMR and crystallography determination of protein structure in presence of substrates,
products, co-substrates and co-factors/co-enzymes. Even in the protein crystal, an enzyme can perform its function. It
is therefore possible to observe intermediates formed during complex enzymatic reaction by means of the so-called
kinetic XC, by employing catching inermediate structures by freeze trapping methods or “real-time-resolved” Laue
diffraction to “film proteins in action”, complemented by UV/visible single-crystal spectroscopy (Bourgeois &
Royant, 2005) or by single-crystal microspectrophotometry (Pearson et al., 2004). Trapping intermediate states in
a reaction pathway of membrane proteins is possible using time-resolved EC (Hite et al., 2007). Many enzymatic
reactions involve hydrogen transfer (Howard et al., 2004; Stranzl et al., 2004), therefore ultra-high resolution XC
structure (Schmidt & Lamzin, 2007) or NC structure can be valuable source of structural information.
Simultaneously, biochemical characterisation of the reaction with selected substrate should be performed aimed at
determining steady-state kinetic constants, K, and k..;. Both chemical nature of the product and its quantification can
be done by MS (Liesener & Karst, 2005). Finer degree of product identification can be achieved by combining gas
chromatography, GC (James & Martin, 1952) with MS (Holmes & Morrell, 1957; Gohlke & McLafferty, 1993;
Honour, 2006) and NMR spectroscopy. The deepest understanding of the reaction mechanism means identification of
all intermediates, reversibility of individual reaction steps and their rate constants, thus determining the rate-
limiting step of the reaction. This requires to measure enzyme Kkinetics before reaching steady-state. Two
complementary approaches are available — rapid quench-flow (Ferguson & Roughton, 1934; Barman et al., 2006)
and stopped-flow (Roughton, 1963; Copeland, 2000c). These biochemical experiments should be complemented
with substrate and product inhibition experiments, and determination of cooperativity in oligomeric proteins,
especially if there is indication of deviation from Henri-Michaelis-Menten kinetics. Valuable information can be also
provided by specific isotopic exchange experiments, in which certain atom of substrate, co-substrate, solvent or
enzyme is exchanged for heavier isotope. If the isotope exchange affects enzymatic reaction, i.e. increases or decreases
its rate, the particular species plays important role (Paneth, 2003).

Prediction of enzyme reaction mechanism. Proposed reaction mechanism can be further explored by molecular
modelling techniques — hybrid QM/MM methods (Warshel & Levitt, 1976; Senn & Thiel, 2009), empirical valence
bond (EVB) methods (Senn & Thiel, 2009), or by their combination (Olsson & Warshel, 2004; Rosta et al., 2006).
The reaction must be modelled in both protein and water to get further structural and dynamical insight into the
reaction and to identify source of catalytic power. This requires direct observation of transition states which is
accessible by the molecular modelling techniques while it is beyond reach of contemporary experimental methods
because of extremely short life-time of transition state species (Lightstone et al., 1997).

62



1 Introduction

Generating protein variants by rational design. One of the key logical elements of scientific research is
comparison. In the case of a protein, its full understanding requires determination of a structural, dynamical and
functional role for all amino acid residues in the protein. Role of each amino acid residue can be best determined by
comparison of the original protein with the one with the given position replaced by another amino acid residue. These
changes in protein structure can be obtained via two possible ways: isolation of mutant protein from in vivo mutant,
or performing specific mutagenesis of the gene in vitro. However, it is not possible to test all positions within protein
for all 20 possible amino acid residue substitutions, and all their combinations because of limited number of atoms in
Universe, estimated to ~ 9 x 10™ (Voet, 1999). Therefore, mutagenesis need to be performed at specific selected
positions or regions, via the so-called site-directed mutagenesis. This type of mutagenesis involves specific
substitutions, deletions and insertions that are selected prior to mutagenesis based on structural (Chica et al., 2005)
and, if available, dynamical and functional information available, and is thereby called “rational design” (Craik et
al., 1985). The resulting mutant protein is structurally, dynamically, and functionally characterised and compared
with original variant and role of the given amino acid residue for protein structure, dynamics and function can be
assessed. Since not only the small number of amino acid residues in protein binding site, but also much larger
number amino acid residues distant from the active site can be important for protein folding (e.g. folding gate-
keepers) and protein dynamics linked to function (e.g. coupled motions, rigid-body motions, spider-web motions,
tunnel gating amino acid residues and binding site loop gate), the rational design might fail to identify all important
amino acid residues and regions (Tousignant & Pelletier, 2004).

Generating protein variants by directed evolution. If the rational design fails to identify all important amino acid
residues and coupling between them, or prior knowledge of structure, dynamics and function, and relationships
between them is missing or limited due to complexity of the relationships, which is often the case (Cedrone et al.,
2000; Tao & Cornish, 2002), then such a situation favours the use of an alternative mutagenesis approach — random
mutagenesis (Chica et al., 2005). There is a number of random mutagenesis techniques that can generate the so-
called naive mutant libraries (Dalby, 2003; Sen et al.,, 2007), e.g.: error-prone PCR (epPCR); DNA shuffling
(Stemmer, 1994a; Stemmer, 1994b); staggered extension process (StEP); random chimeragenesis on transient
templates, RACHITT (Pelletier, 2001); increamental truncation for the creation of hybrid enzymes, ITCHY (Lutz et
al., 2001); combination of ITCHY with DNA shuffling, SCRATCHY (Zhao et al., 2002); recombined extension on
truncated templates, RETT; random-priming recombination, RPR; heteroduplex recombination; degenerate
oligonucleotide gene shuffling, DOGS (Gibbs et al., 2001); random drift mutagenesis, RNDM (Bergquist et al.,
2005); sequence saturation mutagenesis, SeSaM (Wong et al.,, 2004); and nucleotide exchange and excision
technology, NexT (Miiller et al., 2005). Due to randomness ofthe mutations, it is likely, that the mutant proteins are
not capable to reach native fold (Chica et al., 2005). While site-directed mutagenesis makes specific change which is
subsequently explored for its effect on function, random mutagenesis must be followed by rapid and sensitive screen
or selection method for the properties of interest (Chica et al., 2005), which is the major obstacle in this approach
(Tao & Cornish, 2002). The combination of low-frequency introduction ofrandomly distributed mutations in a gene,
or genome (Patnaik et al., 2002; Zhang et al., 2002), of interest with selection/screening of naive mutant library
and sequencing of selected candidates, is referred to as “directed evolution”, a concept introduced already in 1967 by
Spiegelman and co-workers (Mills et al., 1967; Tao & Cornish, 2002; Henry & Romesberg, 2005; Sen et al.,
2007). Although, the use of this denomation has been disputed by Trevors & Abel (2004) who argue that experiment
that is directed cannot be evolutionary, because evolution has no goal. Directed evolution differs from natural
evolution in two key aspects: (i) natural evolution occurs under multiple and variable selection pressures, whereas
directed evolution is accomplished under controlled selection pressure for predetermined function (Sen et al., 2007);
and (ii) natural evolution favours functions advantageous to the survival of the organism (Schmidt-Dannert, 2001;
Williams et al., 2004), whereas in directed evolution, “non-natural” functions can be obtained (Sen et al., 2007).

Generating protein variants by semi-rational approach. Since both rational design and directed evolution have
different advantages and disadvantages, they can be combined beneficially into the so-called semi-rational approach
(Chica et al., 2005), e.g. saturation mutagenesis (Chica et al., 2005). The semi-rational approach exploits
structure/dynamicsbased design to target random mutagenesis into specific regions or even individual amino acid
residue positions, to generate the so-called smart mutant libraries that are supposed to more likely yield mutant with
desired properties compared to naive mutant libraries generated by random mutagenesis alone (Santoro & Schultz,
2002; Dalby, 2003; Mildvan, 2004; Chica et al., 2005). Improved search in sequence space can be also achieved by
incorporating a strategy for analysis of protein sequence activity relationships, ProSAR (Fox et al., 2007), or by the
use of non-natural amino acids with novel functions (Wang et al., 2001). The semi-rational approach can be further
aided by semi-rational combinatorial design, e.g. using protein design automation method, to eliminate protein
sequences incompatible with protein fold (Hayes et al., 2002), by exploiting Indel PDB database of insertions and
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deletions derived from sequence alignment of closely related proteins (Hsing & Cherkasov, 2008), and by
considering organism-specific codon usage (Angov et al., 2008; Welch et al., 2009). It can be also beneficial to
introduce some mutations via random mutagenesis to identify “leads” and then fine-tune the leads by saturation
mutagenesis of the identified amino acid residues (Chica et al., 2005), or to perform several rounds of saturation
mutagenesis in the so-called iterative saturation mutagenesis (ISM) approaches. Examples of ISM include
combinatiorial active site saturation test (CAST) approach for evolving substrate acceptance and/or enantioselectivity
(Reetz et al., 2005; Reetz et al., 2006a; Reetz et al., 2009), and B-factor saturation test (B-FIT) approach for
isolation of mutant proteins with improved stability (Reetz et al., 2006b; Reetz & Carballeira, 2007; Reetz et al.,
2009). Semi-rational approach, compared to rational design and directed evolution, can more likely yield proteins with
improved (fine-tuned) an already existing function, e.g. change in ligand binding affinity, ligand specificity, and/or
rate of enzymatic reaction (Sen et al.,, 2007), and is thus exploited when aimed (i) at understanding possible
evolutionary pathways towards modification or change in function (Valuev et al., 2002) or (ii) to obtain protein with
improved properties for use in industrial applications. It should be noted that the successes in redesigning or
“evolving” proteins, while occasionally very impressive, are precisely impressive because they are so hard to reproduce
(Lupas, 2008) because of complexity of protein structure-dynamics-functionrelationships that are not yet understood
to the fundamental level.

1.6 Model system
1.6.1 Selecting a protein

Scientific criteria. Every protein is worth to study because every protein may reveal important information on
structure-dynamics-function relationships in evolutionary perspective that might fill a gap in our understanding of
the role of proteins in living organisms (Kendrew, 1962). Particular choice of a protein depends on many criteria that
can be divided into two broad aspects, living organism (bacteria, archaea, eucarya) and biological role of a protein.
Bacteria are often the choice because of the following properties: (i) bacteria are ubiquitous; (ii) life on Earth depends
on bacteria; (iii) some bacteria cause diseases; (iv) some bacteria can be exploited for human benefit; (v) bacteria are
unicellular, haploid (although they might contain more than just one copy of genome at a time) and rapidly
reproducing; and (vi) laboratory manipulation (e.g. mutagenesis and killing) is apparently considered by the general
public as ethically acceptable. Enzymes are then often the choice because of all the protein functions, fundamentally
the most important for life is the catalytic function (Koshland Jr., 2002b).

Non-scientific criteria. Besides the scientific criteria, there are also some non-scientific criteria, e.g. funding and
established laboratory. Ease of obtaining funding for the research is influenced by the apparent “attractivity” of the
selected living organism and/or protein. For me, as a student, the choice was also influenced by focus of the laboratory
that offered me the possibility to perform doctoral research.

Choice for a bacterial haloalkane dehalogenase enzyme. All the above mentioned aspects contributed to the choice
for a bacterial haloalkane dehalogenase enzyme for study of structure-dynamics{function relationships within the
scope of my doctoral research.

1.6.2 Haloalkane dehalogenases
1.6.2.1 Source of haloalkane dehalogenases

Bacteria and Eucarya. Haloalkane dehalogenase genes have been so far identified only in bacteria primarily
isolated from environment contaminated by halogenated compounds (Keuning et al., 1985; Scholtz et al., 1987;
Yokota et al., 1987; Janssen et al., 1988; Sallis et al., 1990; Kulakova et al., 1995; Kulakova et al., 1997;
Nagata et al., 1997; Poelarends et al., 1998; Poelarends et al., 1999; Kulakov et al., 1999) or identified from
genome sequences (Jesenska et al., 2002; Sato et al., 2005). More than 48 bacterial species are known to possess a
gene encoding for haloalkane dehalogenase, or putative haloalkane degalogenase gene (Table 10; van den
Wijngaard et al., 1992; Chovancova et al., 2007). Phylogenetic diversity of the bacterial species harbouring
haloalkane dehalogenase genes suggests widespread occurrence of these genes in bacteria (Chovancova et al.,
2007). Additionally, three putative haloalkane dehalogenase genes have been identified in three eucaryotic organisms
(Table 10; Chovancova et al., 2007). It can be expected that many more bacterial and eucaryotic species will be
identified to bear putative haloalkane dehalogenase genes as more and more genome and metagenome sequences will
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Table 10 | Source of (putative) haloalkane dehalogenases.*”

Bacteria®

Eucarya

Agrobacterium tumefaciens (DatA)
Ancylobacter aquaticus (DhlA)
Bradyrhizobium japonicum (DbjA)
Burkholderia sp.

Burkholderia cenocepacia

Caulobacter crescentus

Chloroflexus aurantiacus

Colwellia psychrerythraea

Desulfotalea psychrophila

Desulfuromonas acetoxidans

Erythrobacter litoralis

Jannaschia sp.

Lyngbya majuscula

Mesorhizobium loti (DmlA)

Mycobacterium sp. (DhaA)

Mycobacterium avium (DhmA)
Mycobacterium bovis (DmbA, DmbB, DmbC)
Mycobacterium smegmatis (DmsA)
Mycobacterium tuberculosis (DmbA, DmbB, DmbC)

Renilla muelleri®
Renilla reniformis®
Strongylocentrotus purpuratus®

Pseudomonas pavonaceae
Psychrobacter cryohalolentis
Rhodococcus sp. (DhaA)
Rhodococcus rhodochrous (DhaA)
Rhodopirellula baltica (DrbA)
Shewanella sp.

Shewanella amazonensis
Shewanella baltica

Shewanella denitrificans
Shewanella frigidimarina
Shewanella oneidensis
Shewanella putrefaciens
Sphingobium francense (LinB)
Sphingobium japonicum (LinB)
Sphingobium indicum (LinB)
Streptomyces avermitilis
Xanthobacter autotrophicus {DhlA)
Xanthobacter flavus {DhlA)
Xanthomonas axonopodis

Xanthomonas oryzae
Xanthomonas campestris
Xylella fastidiosa

Nocardia farcinica

Pelobacter propionicus

Photobacterium profundum
Polaromonas sp.

Pseudoalteromonas atlantica

?Obtained by PSI-BLAST search.
"According to Chovancova et al. (2007).
‘Experimentally characterised haloalkane dehalogenases are given in parentheses.
4Also known as sea pansy.

°Also known as purple sea urchin.

Evolution of haloalkane dehalogenase genes. Some bacteria have already revealed to bear two or more same or
different genes encoding haloalkane dehalogenases (Jesenska et al., 2005; Ito et al., 2007) or putative haloalkane
dehalogenase genes (Table 11; Chovancova et al., 2007) and different strains of same or even different bacterial
species isolated from different sites around the World have been identified to contain identical or nearly identical
haloalkane dehalogenase genes encoding identical enzymes (Table 12; Janssen et al., 1995; Poelarends et al.,
1998; Poelarends et al., 1999; Poelarends et al., 2000a; Poelarends et al., 2000b; Chovancova et al., 2007).
These observations suggest recent distribution and divergence of haloalkane dehalogenase genes from ancestral genes
(Poelarends et al., 2000a; Ito et al., 2007) by gene duplication (Jesenska et al., 2000; Jesenska et al., 2005;
Chovancova et al., 2007; Pavlova et al., 2007) and horizontal gene transfer (van den Wijngaard et al., 1992;
Janssen et al., 1995; Poelarends et al., 1998; Poelarends et al., 1999; Poelarends et al., 2000a; Poelarends et
al., 2000b; Ito et al., 2007; Wu et al., 2007; Mazumdar et al., 2008). Although, the recent distribution has been
recently disputed by Janssen (2004).

Table 11 | Bacteria with two or more (putative)
haloalkane dehalogenase genes.*”
Bacteria

Jannaschia sp. CCS1

Mycobacterium avium K-10
Mycobacterium bovis AF2122/97
Mycobacterium tuberculosis H37Rv
Shewanella frigidimarina NCIMB 400
?Obtained by PSI-BLAST search.
"According to Chovancova et al. (2007).

Number of genes

W W w NN

65



1 Introduction

Table 12 | Different species of bacteria with identical or
nearly identical (putative) haloalkane dehalogenases.*"*

Protein Bacteria
DhlA Xanthobacter autotrophicus
Xanthobacter flavus
Ancylobacter aquaticus
DhaA Rhodococcus rhodochrous

Pseudomonas pavonaceae
Mycobacterium sp. GP1
LinB Sphingobium francense
Sphingobium indicum
Sphingobium japonicum

DmbA Mycobacterium bovis
Mycobacterium tuberculosis
DmbB Mycobacterium bovis
Mycobacterium tuberculosis
DmbC Mycobacterium bovis
Mycobacterium tuberculosis
Putative Xanthomonas axonopodis

Xanthomonas campestris
Xanthomonas oryzae
Putative Shewanella baltica
Shewanella oneidensis
Shewanella putrefaciens
“Obtained by PSI-BLAST search.
"According to Chovancova et al. (2007).
“‘Amino acid sequence identity > 90%.

1.6.2.2 Biological role of haloalkane dehalogenases

Detoxification. Haloalkane dehalogenases have been so far determined to perform only hydrolytic dehalogenation
of some halogenated aliphatic hydrocarbons into corresponding alcohols and halides, EC 3.8.1.5 (Janssen et al.,
1985; Nagata et al., 1993; Kulakova et al., 1995; Jesenska et al., 2000; Jesenska et al., 2002; Sato et al., 2005;
Jesenska et al., 2009). Some of the substrates of haloalkane dehalogenases are known to be produced naturally as
secondary metabolites by living organisms, e.g. by marine algae presumably for chemical defense (Gribble, 2003),
and by abiogenic processes (Table 13; Gribble, 2003; Gribble, 2004). However, wast majority of the substrates of
haloalkane dehalogenases have been introduced into the environment also or exclusively by human during last
century, as the so-called xenobiotics (Table 14). Since many of these xenobiotics are highly toxic and genotoxic
(Chroust et al., 2007), haloalkane dehalogenases could have evolved to convert the highly toxic halogenated aliphatic
hydrocarbons into less toxic alcohols. Haloalkane dehalogenase could have been derived for such purpose from
enzymes converting natural halogenated substrates, or evolved from enzymes catalysing the same reaction type on
non-halogenated compounds (Janssen et al., 1995).

Table 13 | Natural source of substrates of haloalkane dehalogenases.?

Marine algae Volcano Rock, minerals Biomass Humification Rice paddies
and shales burning processes in peat

Chloromethane Chloromethane Chloromethane Chloromethane Chloromethane Chloromethane

Bromomethane Bromomethane Bromoethane Bromomethane Bromomethane Bromomethane

Todomethane Todomethane Iodomethane Todomethane

Bromochloromethane

Bromoethane

Todoethane

Bromoiodoethane

1,2-Dibromoethane
1-Bromopropane

1-Iodopropane

1-Iodobutane

1-Bromopentane

1-Todopentane

*According to Gribble (2003; 2004).
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Table 14 | Anthropogenic source of substrates of haloalkane
dehalogenases.®

Compound Use

Bromomethane Pesticide
Solvent

Chloroethane Solvent
Refrigerant

Production of cellulose
Production of dyes
Production of medicinal drugs

1,2-Dichloroethane Production of vinyl chloride

Solvent

Lead remover from gasoline
1,2-Dibromoethane Industrial fumigant
1,2-Dichloropropane” Soil fumigant

Industrial solvent
1,2,3-Trichloropropane® Industrial solvent

Paint remover
Varnish remover
Cleaning agent
Degreasing agent
1,2-Dibromo-3-chloropropane Nematocide

1,2,3-Tribromopropane Nematocide
1,3-Dichloropropene Pesticide
Hexachlorocyclohexane Insecticide

*According to Agency for Toxic Substances & Disease
Registry (http://www.atsdr.cdc.gov/).

"Also produced as by-product of epichlorohydrine and
propylene oxid manufacture.

‘Also produced as by-product of epichlorohydrine and 1,2-
dichloropropene manufacture.

Metabolism. Additionally, the alcohols could be further metabolised and used as carbon and energy source, if
approriate metabolic pathways are established within the bacterium. Indeed, some bacteria are capable of growing on
halogenated aliphatic hydrocarbons as a sole carbon and energy source with haloalkane dehalogenase being the
initial enzyme of the catabolic metabolic pathway (Table 15 and Fig 23; Janssen et al., 1984; Janssen et al., 1985;
Janssen et al., 1987; Yokota et al., 1987; van den Wijngaard et al., 1992; Janssen et al., 1995; Kulakova et al.,
1997; Nagata et al., 1993; Poelarends et al., 1998; Poelarends et al., 1999; Poelarends et al., 2000b). These
bacteria can thus manage both: (i) protection against deleterious effects of the toxic halogenated aliphatic
hydrocarbons; and (ii) use of these compounds as carbon and energy source. Presence of the whole metabolic pathway
thus provides selective advantage for these bacteria in highly poluted environments. On the other hand, other
bacteria possess haloalkane dehalogenase genes but not the other components for the use of these compounds as
carbon and energy source. This may suggest that (i) haloalkane dehalogenase genes evolved and/or have been
acquired only recently by the bacteria and full metabolic pathway could have not yet been established in the
bacterium (Bosma et al., 1999), and (ii) that the primary biological role of haloalkane dehalogenases is protection
against adverse effects of the toxic compounds, whereas providing alcohols for their use as carbon and energy source
represents a secondary advantage.

Another function. Another possibility is that haloalkane dehalogenases may execute an additional function which,
however, remains to be identified. In this context, presence of haloalkane dehalogenases in mycobacteria isolated from
animal tissues is especially intruiging (Jesenska et al., 2000; Jesenska et al., 2002). Attempts to understand role
of haloalkane dehalogenases in mycobacteria has so far been sparse and rather speculative (Janssen, 2004):
Haloalkane dehalogenases in mycobacteria could had been acquired before they evolved from soil bacteria to animal
parasites (Jesenska et al., 2000) or could be involved in the detoxification of halogenated compounds produced in
animal tissues by peroxidases (Janssen, 2004). Recently, haloalkane dehalogenase DmbA have been identified to be
overexpressed after phagocytosis of Mycobacterium tuberculosis K-strain by human monocytic cell line U-937 but it is
not clear whether the protein expression profile change is truly due to phagocytosis (Ryoo et al., 2007) and what
would be the function of the protein. Hence the biological role of haloalkane dehalogenases in mycobacteria still
remains to be solved.
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Table 15 | Bacteria growing on haloalkanes as sole carbon and energy source and responsible haloalkane
dehalogenase for initial dehalogenation.
Bacteria Haloalkane Sole carbon and energy source
dehalogenase
Xanthobacter autothrophicus GJ10 DhlA Bromochloromethane (Torz et al., 2007)

Dibromomethane (Torz et al., 2007)

1,2-Dichloroethane (Janssen et al., 1984; Janssen et al.,
1985; Janssen et al., 1987)

1-Bromo-2-chloroethane (Torz et al., 2007)

Ancylobacter aquaticus AD20, AD25, AD27 DhlA 1,2-Dichloroethane (van den Wijngaard et al., 1992)
Pseudomonas pavonaceae 170 DhaA 1,3-Dichloropropene (Poelarends et al., 1998)
Mycobacterium sp. GP1 DhaA 1,2-Dibromoethane (Poelarends et al., 1999)
1-Chloropropane (Poelarends et al., 1999)
1-Bromopropane (Poelarends et al., 1999)
Rhodococcus rhodochrous NCIMB 13064 DhaA 1-Chlorooalkanes (C3-C8) (Kulakova et al., 1997; Poelarends
et al., 2000b)
Rhodococcus sp. m15-3 DhaA 1-Chlorobutane (Yokota et al., 1987)
Shingobium japonicum UT26 LinB y-Hexachlorocyclohexane (Nagata et al., 1993)
a b c d
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HCI
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Fig 23 (pp. 68-69) |

Central metabolism Central metabolism

Examples of halogenated aliphatic hydrocarbon utilisation metabolic pathways in

bacteria. (a) Utilisation of 1,2-dichloroethane by Xanthobacter autothrophicus GJ10 and Ancylobacter
aquaticus by the action of haloalkane dehalogenase, DhlA, alcohol dehydrogenase with PQQ cofactor,
aldehyde dehydrogenase with NAD cofactor and haloacetate dehydrogenase, DhIB (Janssen et al., 1995;
Poelarends et al., 1999); (b) utilisation of 1,2-dibromoethane by Mycobacterium sp. GP1 by the action of
haloalkane dehalogenase, DhaA, and halohydrin halogen-halide lyase, H-lyase (Poelarends et al., 1999;
Poelarends et al., 2000b); (c) utilisation of 1-chlorobutane by Rhodococcus rhodococcus NCIMB 13064 by
the action of haloalkane dehalogenase, DhaA, cofactor-dependent (X) alcohol dehydrogenase and cofactor-
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dependent (Y) aldehyde dehydrogenase (Poelarends et al., 2000b); (d) utilisation of 1,3-dichloropropene by
Pseudomonas pavonaceae 170 by the action of haloalkane dehalogenase, DhaA, cofactor-dependent (X)
alcohol dehydrogenase, and cofactor-dependent (Y) 3-chloroacrylic acid dehydrogenase, CaaD (Poelarends
et al., 1998; Poelarends et al., 2000b).

1.6.2.3 Structure of haloalkane dehalogenases

Size and shape. Haloalkane dehalogenase genes are ~ 900 nucleotide in length. Hence the corresponding
haloalkane dehalogenase proteins are composed of ~ 300 amino acid residues that corresponds to ~ 35 kDa
(Chovancova et al., 2007), which is an average size among proteins (Kent, 2009). By November 3, 2009, 36 XC
structures of four haloalkane dehalogenases, DhIA (Franken et al., 1991; Verschueren et al., 1993a; Verschueren
et al.,, 1993b), DhaA (Newman et al.,, 1999), LinB (Marek et al.,, 2000; Oakley et al., 2004), and Rv2579
(Mazumdar et al., 2008) further referred to as DmbA (Chovancova et al., 2007), have been deposited into PDB
(Table 16), and determination of DbjA (Sato et al., 2007) and DbeA (Prudnikova et al., 2009) is in progress. XC
structures revealed that haloalkane dehalogenases possess globular shape (Fig 24a) with large cavity inside the
globule (Fig 24b; Marek et al., 2000). The cavity is closed in all 17 XC structures of DhlA and in two XC structures
of LinB, open to a surface at two alternative sites, the so-called “upper tunnel” in one XC structure of LinB and the
so-called “lower tunnel” in eight XC structures of LinB, or open to a surface at one site, the so-called “main tunnel” in
two XC structures of DhaA and in all three XC structures of DmbA, or two sites, “main tunnel” and the so-called “slot
tunnel” in one XC structure of DhaA. When the XC structures of LinB with the two alternative openings are
superimposed to each other and to XC structures of DhaA, the alternative openings can be seen as a bifurcated main
tunnel.

Table 16 | XC structures of haloalkane dehalogenases. (pp. 69-70)

Protein PDB-ID  Cavity Special features Ligands Resolution (&) Year
DhlA* 2HAD Closed - - 1.90 1993
2EDA Closed — Todide ion 2.19 1993
1EDB Closed - Chloride ion 2.01 1993
1EDD Closed — Chloride ion 2.19 1993
1EDE Closed pH 8.2 — 1.90 1993
2EDC Closed — Todide ion 2.30 1994
2DHC Closed Complexed with substrate 1,2-Dichloroethane 2.30 1994
Ethylene dichloride

2DHD Closed Reaction intermediate Chloroethyl group® 2.13 1994

Chloride ion
2DHE Closed - Chloride ion 2.13 1994
1HDE Closed F172W — 2.70 1997
1BEE Closed W175Y — 2.60 1998
1BEZ Closed W175Y at pH 5 Acetic acid 2.10 1998
1BEO Closed — Acetate ion 1.96 1998

Acetic acid

1B6G Closed Near-atomic resolution Sulfate ion 1.15 1999

Chloride ion

Glycerol
1CIJ Closed Solved at high bromide concentration Bromide ion 2.30 1999
2YXP Closed Perdeuterated — 1.53 2007
2PKY Closed — — 1.55 2007
DhaA® 1CQW Main tunnel - Todide ion 1.50 1999
1BN6 Main tunnel  Unidentified ligand in the cavity - 1.50 2000
Slot tunnel
1BN7 Main tunnel — Acetate ion 1.50 2000
DhaA°® 2V9Z  Main tunnel Mutant — 3.00 2008
LinB 1D07 Lower tunnel = Complexed with alcohol product Bromide ion 2.00 2000
1,3-Propanediol

1CV2 — - 1.58 2000
1G42 Closed Unproductive substrate binding Acetate ion 1.80 2001

Calcium ion

Chloride ion

1,2-Dichloropropane
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Protein PDB-ID Cavity Special features Ligands Resolution (&) Year
LinB 1G4H Closed Complexed with alcohol product Calcium ion 1.80 2001
Chloride ion
1-Butanol
1G5F Upper tunnel  Unproductive substrate binding 1,2-Dichloroethane 1.80 2001
11Z7 Lower tunnel Chloride ion 1.58 2002
Calcium ion
11Z8 Lower tunnel = Complexed with alcohol product Bromide ion 2.00 2002

Calcium ion
1,3-Propanediol

1K5P Lower tunnel - Chloride ion 1.80 2003
Magnesium ion
1K6E Lower tunnel = Complexed with alcohol product Bromide ion 1.85 2003
Chloride ion

Magnesium ion
1,2-Propanediol
1-Bromopropane-2-ol
1K63 Lower tunnel = Complexed with alcohol product Bromide ion 1.80 2003
Chloride ion
Magnesium ion
2-Bromo-2-propene-1-ol

1MdJ5 Lower tunnel Atomic resolution Magnesium ion 0.95 2003
Chloride ion
2BFN Lower tunnel = Complexed with alcohol product Calcium ion 1.60 2006
Chloride ion
2,3-Dichloropropane-1-ol
DmbA¢* 202H Main tunnel Unproductive substrate binding Chloride ion 1.60 2007

Acetate ion
1,2-Dichloroethane

Ethylene dichloride
2021 Main tunnel Complexed with alcohol product Bromide ion 1.50 2007
1,3-Propandiol
2QVB  Main tunnel - Chloride ion 1.19 2008

1,2-Ethanediol

*Source — Xanthobacter autotrophicus GJ10.
"Source — Rhodococcus sp.

“Source — Rhodococcus rhodochrous NCIMB 13064.
4Source — Mycobacterium tuberculosis H37Rv.
*Covalently attached to Asp124.

Fold. The XC structures also revealed that haloalkane dehalogenases contain an eight-stranded central B-sheet
and eleven a-helices located in the excursions from the B-sheet (Figs 24c and 25; Franken et al.,, 1991;
Verschueren et al., 1993a; Verschueren et al., 1993b; Newman et al., 1999; Marek et al., 2000; Oakley et al.,
2004; Mazumdar et al., 2008). Six of the eleven a-helices (A-F) are located between consecutive B-strands and they
are packed against the B-sheet faces in afa arrangement (Figs 24c and 25) that was also identified in some other
hydrolases, e.g. acetylcholinesterase from Torpedo californica, carboxypeptidase II from wheat, dienelactone
hydrolase from Pseudomonas sp. B13 and lipase from Geotrichum candidum (Ollis et al., 1992). Sequence and
structure comparison revelead that all these hydrolases are related by extreme divergent evolution from a common
ancestor and the o/B-fold was called according to the structure and function, a/B-hydrolase fold (Ollis et al., 1992).
The extreme divergence of ao/B-hydrolase superfamily is manifested by extensive secondary structure embellishments
with B-strands 3 to 7 and a-helix C being the only fully conserved secondary structure elements (Ollis et al., 1992;
Heikinheimo et al., 1999; Nardini & Dijkstra, 1999; Holmquist, 2000). The largest variability among o/B-
hydrolases is situated between the B-strand 6 and the a-helix D that may be few amino acid residues or large enough
to be considered as a separate domain (Ollis et al., 1992; Heikinheimo et al., 1999; Nardini & Dijkstra, 1999);
the latter is the case of haloalkane dehalogenases which contain about 80 amino acid residue long excursion between
the B-strand 6 and the a-helix D. The excursion is composed of five a-helices collocated in space and packed one to
each other and to the B-sheet edge (Fig 25). In haloalkane dehalogenases, the a/B-hydrolase fold and the helical
excursion are called main domain and cap domain, respectively (Fig 24d).

Functional role of the main domain. The main domain provides three catalytic amino acid residues, the so-called
catalytic triad, in the sequence order conserved among all o/B-hydrolases as follows: nucleophile, Asp; acid, Asp or
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Glu; and base, His (Fig 25; Ollis et al., 1992; Heikinheimo et al., 1999; Nardini & Dijkstra, 1999; Holmquist,
2000). The topological arrangement of the catalytic triad is conserved among o/B-hydrolases which explains why the
B-strands 3 to 7 are always present and signifies the importance of the arrangement for performing the hydrolytic
function (Ollis et al., 1992; Heikinheimo et al., 1999; Nardini & Dijkstra, 1999; Holmquist, 2000). The
nucleophile is located in a highly conserved sharp y-like turn, the so-called nucleophile elbow, located between -
strand 5 and the only conserved a-helix C (Ollis et al., 1992; Arand et al., 1994; Cousin et al., 1998; Nardini &
Dijkstra, 1999; Holmquist, 2000; Orengo et al., 2002). The sequence around the nucleophile has the canonical
form of Sm-X-Nu-X-Sm-Sm, where Sm is a small amino acid residue important to allow sharp protein backbone
direction reversal, usually Gly, X is a variable amino acid residue and Nu is the nucleophile, Asp in haloalkane
dehalogenases and Asp/Ser/Cys in other a/B-hydrolases (Ollis et al., 1992; Heikinheimo et al., 1999; Nardini &
Dijkstra, 1999; Holmquist, 2000). The ¢ and @ dihedral angles of the nucleophile take unfavourable values
suggesting importance of the strained geometry for function (Ollis et al., 1992). The base is always His located at the
first position of a reverse turn in the so-called His loop between the B-strand 8 and a-helix F (Ollis et al., 1992). In
contrast to the nucleophile and the base, the acid shows variability in both nature and position even among
haloalkane dehalogenases which is yet another evidence for extreme robustness of the a/B-hydrolase fold
(Heikinheimo et al., 1999; Nardini & Dijkstra, 1999; Holmquist, 2000; Skjot et al., 2009). Asp as the acid is
situated in the loop between the B-strand 8 and a-helix F in DhlA (Fig 25a) whereas Glu as the acid is situated in the
loop between the B-strand 6 and the cap domain in DhaA, LinB and DmbA (Fig 25b). It has been proposed that
repositioning of the catalytic acid occurred for optimising the substrate specificity of DhlA (Krooshof et al., 1997)
although this proposal has been recently disputed by phylogenetic analysis (Chovancova et al., 2007).

Functional role of the cap domain. The internal, predominantly hydrophobic cavity is formed due to the cap
domain that buries the catalytic triad and other amino acid residues at the edge of the B-sheet. The cavity is
contributed both by the main and especially by the cap domain amino acid residues. While the main domain
contribution to the cavity is largely conserved among haloalkane dehalogenases as it includes catalytic triad and their
neighbouring, often conserved, amino acid residues and only few others, the cap domain contributions differ due to
differences in arrangement of a-helices and their amino acid residue composition (Chovancova et al., 2007). The cap
domain also provides the openings to the surface observed in DhaA, LinB and DmbA (Fig 24b). The differences in
size and shape of the cavity and its openings imposed by different cap domains are therefore considered to be the
major determinants of substrate specificity that varies among haloalkane dehalogenases (Pries et al., 1994b;
Callebaut et al., 2000; Marek et al., 2000; Jesenska et al., 2002; Chaloupkova et al., 2003). The ancestor cap
domain has been proposed to be composed of a-helices 4, 5', 5, 6 and 7 based on phylogenetic analysis (Chovancova
et al., 2007). Loss of the a-helix 5' and insertion of the a-helix 4' at the N-terminus of the cap domain has been
proposed as an evolutionary event towards DhlA cap domain composed of a-helixes 4', 4, 5, 6 and 7 (Chovancova et
al., 2007). Interestingly, the a-helices 4, 5, 6 and 7 of the cap domain of DhlA as well as the corresponding excursion
in some other a/B-hydrolases, e.g. carbon-carbon bond hydrolase and haloperoxidase families (Callebaut et al., 2000)
resembles uteroglobin fold (Russell & Sternberg, 1997). 1t is, however, not clear whether the similarity represents a
remote homology, implying horizontal gene transfer, or a convergence to a common four-a-helix binding motif devoted
to hydrophobic ligand binding (Callebaut et al., 2000). Considering the proposed origin of the DhlA cap domain, the
latter is more parsimonious and thus more likely (Chovancova et al., 2007). Although, evolutionary changes do not
always follow the most parsimonious sdution (Albert, 2005).

Substrate binding site. Even though haloalkane dehalogenases are functionally active in the crystal making
capturing the enzyme-substrate complex an extremely difficult task, by specifc crystalisation conditions (low
temperature and pH), a complex of DhIA with 1,2-dichloroethane (PDB-ID 2DHC) was captured by Verschueren et al.
(1993d). The 2DHC structure revealed binding of the substrate into the cavity with one halogen positioned in-
between two indol ring nitrogens of two Trp amino acid residues: one Trp immediately follows the catalytic
nucleophile and the other Trp is situated in the cap domain a-helix 4 (Fig 25a). DhaA, LinB and DhaA are conserved
with DhIA in the position and the nature of the main domain Trp. In the position of the other halogen/halide Trp,
DhaA, LinB and DmbA contain Asn provided by the loop between the B-strand 3 and the a-helix A (Fig 25b). The
catalytic triad and the two halide-stabilising amino acid residues have been denoted collectively as the catalytic
pentad (Janssen, 2004).
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Fig 24 | XC structures of haloalkane dehalogenases. (a) Surface representation of the XC structures of DhlA (PDB-ID
2HAD), DhaA (PDB-ID 1BN6), LinB (PDB-ID 1CV2) and DmbA (PDB-ID 2QVB); (b) cross-section of the surface
representation of the XC structures of DhlA (PDB-ID 2HAD), DhaA (PDB-ID 1BN6), LinB (PDB-IDs 1G5F + 1CV2) and
DmbA (PDB-ID 2QVB), showing the cavity and its openings to the surface; (¢) cartoon representation of the XC structures
of DhlA (PDB-ID 2HAD), DhaA (PDB-ID 1CQW), LinB (PDB-ID 1CV2) and DmbA (PDB-ID 2QVB), coloured by secondary
structure elements: a-helices, red; B-strands, yellow; turns and loops, green; (d) cartoon representation of the XC
structures of DhlA (PDB-ID 2HAD), DhaA (PDB-ID 1CQW), LinB (PDB-ID 1CV2) and DmbA (PDB-ID 2QVB), coloured by
domains: the main domain, grey; the cap domain, blue. The surface representations are modelled by 1.4 A probe
corresponding to the approximate size of a water molecule. The B-sheet has an obligatory right-handed twist: the B-strands
1 and 8 cross each other at an angle ~ 90°. The domain boundaries are approximate. The view in a-b is different from c-d.
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(a)

N-terminus
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Fig 25 | Topological arrangement of secondary structure elements in haloalkane dehalogenases. (a) DhlA, (b) DhaA, LinB
and DmbA. The central B-sheet has the B-strand order 12435678, of which all B-strands run in parallel except for an
antiparallel B-strand 2. a-helix A is located between B-strands 3 and 4, a-helix B is located between B-strands 4 and 5, a-helix
C is located between B-strands 5 and 6, a-helix D is located between B-strands 6 and 7, a-helix E is located between B-strands
7 and 8, and a-helix F is located after B-strand 8. Four of the six a-helices are packed against one face (B, C, D and E) and two
are packed against the other face of the B-sheet (A and F). The largest excursion, the cap domain (highlight by dotted box) is
located between the B-strand 6 and the a-helix D, and contains five a-helices. DhlA contains an aditional two-stranded B-sheet
embellishment close to the N-terminus (highlighted by dashed box). The catalytic amino acid residues are coloured as follows:
the nucleophile, orange; the acid, grey; the base, magenta; halide-stabilising amino acid residues, blue and cyan. Both
conventional o/B-hydrolase-specific (letters) and haloalkane-dehalogenase-specific annotation (numbers) of the main domain a-
helices is given. Redrawn according to Chovancova et al. (2007).
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Classification of the haloalkane dehalogenase family. Recently, a phylogenetic tree of haloalkane dehalogenase
family has been reported that classified 12 experimentally characterised and 32 putative haloalkane dehalogenases
(Table 10) into three subfamilies denoted by Roman numerals, I, II and III (Table 17; Chovancova et al., 2007).
The major determinants of the classification are (i) variability in the cap domains, (ii) variability in the position and
nature of the catalytic acid and (iii) variability in the second halide-stabilising amino acid residue (Chovancova et
al., 2007). Although no XC structure is available for haloalkane dehalogenases from subfamily III, the phylogenetic
analysis allowed identification of the catalytic triad amino acid residues to be analogous to the subfamily I,
identification of halide-stabilising amino acid residues to be analogous to the subfamily II, and identification of the
arrangement of the cap domain a-helices to be analogous to the subfamily II (Chovancova et al., 2007).

Table 17 | Haloalkane dehalogenase subfamilies and their experimentally characterised representatives.*
Subfamily Catalytic Catalytic Catalytic Halide-stabilising Protein Source
nucleophile acid base

I Aspl23 Asp250  His279 Trpl24 and Trpl64 DhmA Mycobacterium avium N85
Aspl123 Asp250  His279 Trpl24 and Trp1l64 DmbB Mycobacterium tuberculosis H37TRv
Aspl24 Asp260  His289 Trpl25 and Trpl75 DhlA Xanthobacter autotrophicus GJ10

I Aspl14 Glul38  His280 Asn49 and Tyrll5 DatA Agrobacterium tumefaciens C58
Aspl03 Glul27  His280 Asn38 and Trpl04 DbjA Bradyrhizobium japonicum USDA110
Aspl110 Glul34  His278 Asnd5 and Trplll DmlA Mesorhizobium loti MAFF303099
Aspl07 Glu131 His272 Asn37 and Trpl08 DmsA Mycobacterium smegmatis ATCC700084
Aspl09 Glul33  His273 Asn39 and Trpl10 DmbA Mycobacterium tuberculosis H3TRv
Aspl06 Glul30  His272 Asn38 and Trpl07 DhaA Rhodococcus rhodochrous NCIMB 13064
Aspl08 Glul32  His272 Asn4l and Trpl09 LinB Sphingobium japonicum UT26

III1 Asp109 Asp238  His267 Asn43 and Trpl10 DmbC Mycobacterium tuberculosis H37TRv
Aspl39 Asp272  His300 Asn71 and Trpl40 DrbA Rhodopirellula baltica SH1

*According to Chovancova et al. (2007).

1.6.2.4 Function of haloalkane dehalogenases

Substrate specificity. So far, haloalkane dehalogenases have been found to be active with a wide range of
halogenated aliphatic alkanes, alcohols, ethers, esters, alkylbenzenes and cyanides with the cleaving halogen being
bound to sp®>-hybridised carbon atom (Tables 18 and 19). The broad substrate specificities of DhlA (Keuning et al.,
1985; Janssen et al., 1988; Pries et al., 1994b; Schanstra et al., 1996b; Schanstra et al., 1996a; Schindler et
al., 1999), DhaA (Yokota et al., 1987; Kulakova et al., 1997; Poelarends et al., 1998; Schindler et al., 1999;
Bosma et al., 1999; Bosma et al., 2002; Bosma et al., 2003; Prokop et al., 2006), LinB (Nagata et al., 1993;
Nagata et al., 1997; Nagata et al., 1999; Marvanova et al., 2001; Nagata et al., 2003; Chaloupkova et al., 2003;
Nagata et al., 2005; Kmunicek et al., 2005; Prokop et al., 2006; Raina et al., 2007; Monincova et al., 2007;
Raina et al., 2008), DhmA (Jesenska et al., 2002), DbjA (Sato et al., 2005) and DmlA (Sato et al., 2005) that
have been reported so far are in agreement with the detoxifying and metabolic biological roles of haloalkane
dehalogenases because bacteria bearing haloalkane dehalogenases are being exposed to rapidly changing
environment manifested by fluctuating concentrations of various haloalkanes from natural and/or anthropogenic
sources. Since the inevitable trade-off between the substrate specificity and rate of conversion, haloalkane
dehalogenases have apparently evolved towards plasticity while sacrificing secclusion, and hence the rate of
conversion, and they are in a local evolutionary optimum because enhancement of one step of the reaction cycle (vide
infra) often results in reduced rate for another step, as demonstrated for DhlA (Schanstra et al., 1996a; Krooshof
et al., 1997; Krooshof et al., 1998) and LinB (Chaloupkova et al., 2003; Nagata et al.,, 2003). Haloalkane
dehalogenases differ one to each other by the substrate range and their rate of conversions showing different
preferential dehalogenating activities, the so-called sulstrate specificity profiles (Kmunicek et al., 2001; Kmunic¢ek
et al., 2003; Kmunicek et al., 2005; Sato et al., 2005). Even chemically similar substrates can differ greatly in rate
of conversion by a haloalkane dehalogenase (Chaloupkova et al., 2003). For example, 1,2-dibromoethane is one of
the best known substrate for DhaA with £./K,, = 3.7 x 10° s* M, whereas its chlorinated analog is not converted by
DhaA at all (Bosma et al., 1999; Schindler et al., 1999).
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Table 18 | Substrate range of haloalkane dehalogenases DhlA, DhaA and LinB.? (pp. 75-76)

Group DhlA DhaA LinB
Halomethanes Chloromethane NR NR
Bromomethane
Todomethane
Dichloromethane
Dibromomethane
Bromochloromethane
Bromocyanomethane
1-Haloalkanes Chloroethane Bromoethane Bromoethane
Bromoethane 1-Chloropropane 1-Chloropropane
Todoethane 1-Bromopropane 1-Bromopropane

2-Haloalkanes
3-Haloalkanes

1,2-Haloalkanes

1,3-Haloalkanes
2,3-Haloalkanes
2-Substituted 1-haloalkanes

a,w-Haloalkanes

Multihalogenated alkanes

Cyclic haloalkanes

Haloalkenes

Haloalkylbenzenes

1-Chloropropane
1-Bromopropane
1-Iodopropane
1-Chlorobutane
1-Bromobutane
1-Chloropentane
1-Bromopentane
1-Chlorohexane
1-Bromohexane
1-Chlorooctane
1-Bromooctane
2-Bromopropane
2-Bromobutane
2-Bromopentane
NR
1,2-Dichloroethane
1,2-Dibromoethane
1-Bromo-2-chloroethane
1,2-Dichloropropane
1,2-Dibromopropane
NR

NR
1-Bromo-2-methylpropane

1,2-Dichloroethane
1,2-Dibromoethane
1-Bromo-2-chloroethane
1,3-Dichloropropane
1,3-Dibromopropane
1,4-Dichlorobutane
1,6-Dichlorohexane
1,9-Dichlorononane

NR

Bromocyclohexane

3-Chloropropene
1,3-Dichloropropene

1-Chlorobutane
1-Bromobutane
1-Chloropentane
1-Chlorohexane
1-Chloroheptane
1-Chlorooctane
1-Chlorononane
1-Chlorodecane
1-Chlorododecane

2-Chlorobutane
2-Bromobutane
2-Chlorooctane

NR

1,2-Dibromoethane
1,2-Dibromopropane
1,2-Dichlorobutane
1,2-Dibromobutane
2-Bromo-1-chloropropane
1,3-Dichlorobutane
2,3-Dichlorobutane
1-Chloro-2-methylpropane
1-Chloro-3-methylbutane
1,2-Dibromoethane
1,3-Dichloropropane
1,3-Dibromopropane
1,4-Dichlorobutane
1,5-Dichloropentane
1,6-Dichlorohexane
1,7-Dichloroheptane
1,8-Dichlorooctane
1,9-Dichlorononane
1,2,3-Trichloropropane
1,2,3-Tribromopropane

1,2-Dibromo-3-chloropropane

Chlorocyclobutane
Bromocyclobutane
Bromomethylcyclobutane
Chlorocyclopentane
Bromocyclopentane

1,3-Dichloropropene

1-Phenyl-2-bromopropane NR

1-Chlorobutane
1-Bromobutane
1-Iodobutane
1-Chloropentane
1-Chlorohexane
1-Chloroheptane
1-Chlorooctane
1-Chlorononane
1-Chlorodecane

2-Chlorobutane
2-Chlorooctane

3-Chlorohexane
1,2-Dibromoethane
1,2-Dibromopropane
2-Bromo-1-chloropropane

NR
NR
1-Bromo-2-methylpropane

1,2-Dibromoethane
1,3-Dichloropropane
1,3-Dibromopropane
1,3-Diiodopropane
1,4-Dichlorobutane
1,6-Dichlorohexane
1,9-Dichlorononane

1,2,3-Trichloropropane
a-Hexachlorocyclohexane
B-Hexachlorocyclohexane
0-Hexachlorocyclohexane
2,3,5,6-Tetrachlorocyclohexane-1,4-diol
3,4,5,6-Tetrachloro-2-cyclohexene-1-ol
O-Pentachlorocyclohexane
Chlorocyclohexane

Bromocyclohexane
a-Hexachlorocyclohexane
B-Hexachlorocyclohexane
0-Hexachlorocyclohexane
2,3,5,6-Tetrachlorocyclohexane-1,4-diol
3,4,5,6-Tetrachloro-2-cyclohexene-1-ol
O-Pentachlorocyclohexane
3-Chloro-2-methylpropene

NR
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Group

DhIA

DhaA

LinB

Halogenated alcohols

Halogenated ethers

2-Bromoethanol
3-Bromopropanol
1,3-Dibromo-2-propanol
1-Chloro-6-hexanol
1-Bromo-6-hexanol

2-Bromoethanol
3-Chloro-1-propanol
3-Bromo-1-propanol
1.3-Dibromo-2-propanol
4-Chloro-1-butanol

2-Chloroethanol
4-Chlorobutanol
6-Chlorohexanol
2,3,4,5,6-Pentachlorocyclohexanol

Haloepoxides

Halonitriles
Haloacetamides
Alkyl-thio-alkyl halides

Bis(2-chloroethyl) ether  NR NR
2-Chloroethylvinylether

2-Chloroethylmethylether

Epichlorohydrine NR NR
Epibromohydrine

2-Bromoacetonitrile NR NR
2-Bromoacetamide NR NR

NR

Bis-(2-chloroethyl) sulphide® Bis-(2-chloroethyl) sulphide”

2NR — not reported.

Also known as “mustard gas” and “Yperite”.

Table 19 | Substrate range of haloalkane dehalogenases DhmA, DbjA amd DmlA.*

Group DhmA DbjA DmlA
Halomethanes NR NR NR
1-Haloalkanes Bromoethane 1-Chloropropane 1-Chloropropane

2-Haloalkanes

3-Haloalkanes
1,2-Haloalkanes

1,3-Haloalkanes
2,3-Haloalkanes

2-Substituted 1-haloalkanes

a,w-haloalkanes

Multihalogenated alkanes

Cyclic haloalkanes

Haloalkenes

Haloalkylbenzenes

Halogenated alcohols

Halogenated ethers
Haloepoxides
Halonitriles

Haloacetamides

1-Iodopropane
1-Chlorobutane
1-Bromobutane
1-Iodobutane
1-Chloropentane
2-Chloropropane
2-Iodobutane

NR

1,2-Dichloroethane
1,2-Dibromoethane
1-Bromo-2-chloroethane
1,2-Dichloropropane
1,2-Dibromopropane
2-Bromo-1-chloropropane
1,2-Dichlorobutane

NR

NR
1-Chloro-2-methylpropane
1-Bromo-2-methylpropane
1,2-Dichloroethane
1,2-Dibromoethane
1-Bromo-2-chloroethane
1,3-Dichloropropane
1,3-Dibromopropane
1,3-Diiodopropane
1,2,3-Trichloropropane
1,2,3-Tribromopropane

1,2-Dibromo-3-Chloropropane

Chlorocyclopentane
Chlorocyclohexane
Bromocyclohexane
1-Bromomethylcyclohexane
3-Chloro-2-methylpropene
2,3-Dichloropropene

NR

NR

Bis(2-chloroethyl) ether
NR

4-Chlorobutyronitrile
4-Bromobutyronitrile

NR

1-Chlorobutane
1-Bromobutane
1-Chloropentane
1-Chlorohexane
1-Chlorodecane
2-Chloropropane
2-Chlorobutane

NR
1,2-Dichloroethane
1,2-Dibromoethane
1,2-Dichloropropane
1,2-Dibromopropane

NR
NR
1-Chloro-2-methylpropane

1,2-Dichloroethane
1,2-Dibromoethane
1,3-Dibromopropane

1,2,3-Trichloropropane

Chlorocyclohexane
Bromocyclohexane

3-Chloro-2-methylpropene

NR
NR
NR
NR
NR

NR

1-Chlorobutane
1-Bromobutane
1-Chloropentane
1-Chlorohexane
1-Chlorodecane
2-Chloropropane
2-Chlorobutane

NR
1,2-Dichloroethane
1,2-Dibromoethane
1,2-Dichloropropane
1,2-Dibromopropane

NR
NR
1-Chloro-2-methylpropane

1,2-Dichloroethane
1,2-Dibromoethane
1,3-Dibromopropane

1,2,3-Trichloropropane

Chlorocyclohexane
Bromocyclohexane

3-Chloro-2-methylpropene

NR
NR
NR
NR
NR

NR

*NR - not reported.
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Rate enhancement. The highest catalytic performance of isolated haloalkane dehalogenases, expressed as k../K.
ratio, differs by both value and substrate among haloalkane dehalogenases (Table 20). For example, it has been
estimated by QM/MM calculations that DhIA provides rate enhancement by 10° to 10° for conversion of 1,2-
dichloroethane to 2-chloroethanol (Soriano et al., 2005). The low effeciency can be due to the above mentioned
sacrificing the rate of conversion towards plasticity, or can be due to recent origin of haloalkane dehalogenases that
have not had sufficient time to evolve into high-catalytic rate enzymes (Lau et al., 2000). The former is supported by
the fact that even the moderate catalytic performance of haloalkane dehalogenases DHA, DhaA and LinB can provide
sufficient amount of the alcohol product as the sole carbon and energy source and thus to sustain life (Janssen et al.,
1984; Janssen et al., 1985; Janssen et al., 1987; Yokota et al., 1987; van den Wijngaard et al., 1992; Janssen
et al., 1995; Kulakova et al., 1997; Poelarends et al., 1998; Poelarends et al., 1999; Poelarends et al., 2000b)
(Table 15 and Fig 23) suggesting that the judging of the catalytic performance as being low, moderate or high
should be considered in the context of the living organism rather than by comparing it with the most efficient
enzymes working at the diffusion limit because most enzymes do not need to achieve the kinetic perfection in order to
execute its biological role.

Table 20 | The highest catalytic performances of haloalkane dehalogenases.

Enzyme Substrate ke [s1] K, [M] E../K, [s*M1]
DhlA 1,2-Dibromoethane (Schanstra et al., 1996b) 3.0 1x10° 3.0x 10°
DhaA 1,3-Dibromopropane (Bosma et al., 2003) 2.7 5x10° 5.4x 10°
LinB 1-Todohexane (Kmuniéek et al., 2005) 23 1x10° 2.3 x 10°
DbjA 1-Chlorohexane (Sato et al., 2005) 14 5x10° 2.8 x 10*

Reaction cycle. Pre-steady state kinetics has been so far reported for conversion of 1,2-dichloroethane and 1,2-
dibromoethane by DhlA (Schanstra et al., 1996b), 1,3-dibromopropane by DhaA (Bosma et al., 2003), and 1-
chlorohexane, bromocyclohexane and chlorocyclohexane by LinB (Prokop et al.,, 2003) that together with XC
structures (Verschueren et al., 1993d; Newman et al., 1999; Marek et al., 2000; Oakley et al., 2004) revealed
multiple step reaction cycle comprising the following steps: (i) substrate binding; (ii) three distinct chemical steps; and
(iii) product release (Figs 26 and 27).

Substrate binding. Substrate binds into the buried active site cavity with its halogen bound between the two
halide-stabilising amino acid residues and the halogen-bound electrophilic sp?-hybridised carbon atom positioned
towards the nucleophilic carboxyl oxygen of the Asp nucleophile, PDB-ID 2DHC (Verschueren et al., 1993d). XC
also identified unproductive binding of poor substrates of LinB, 1,2-dichloroethane (PDB-ID 1G42) and 1,2-
dichloropropane (PDB-ID 1G5F), and non-substrate of DmbA, 1,2-dichloroethane (PDB-ID 202H), adjacent to the face
of the imidazole ring of His base (Fig 28; Oakley et al., 2002; Mazumdar et al., 2008). The presence of the
secondary binding site has been explained as to be due to favourable interaction of the molecules with the His base
and their inability to displace active site water molecules (Oakley et al., 2002).

Bimolecular nucleophilic substitution (Sy2). The nucleophilic oxygen attacks the halogen-bound carbon atom
yielding covalently bound intermediate (sometimes referred to as “alkyl-enzyme intermediate”) and halide ion that
remains to be bound between the two halide-stabilising amino acid residues, PDB-ID 2DHD (Verschueren et al.,
1993d). The negative charge that evolves on the other (free) carboxyl oxygen of the Asp nucleophile is stabilised by the
so-called oxyanion hole (Henderson, 1970), a structural feature characteristic to o/B-hydrolases (Ollis et al., 1992;
Cousin et al., 1998; Nardini & Dijkstra, 1999; Holmquist, 2000; Orengo et al., 2002) and other enzymes related
to a/B-hydrolases by convergent evolution, e.g. serine proteases (Ollis et al., 1992). The oxyanion hole interaction in
haloalkane dehalogenases involves hydrogen bonding interaction of the free carboxyl oxygen of the Asp nucleophile
with main-chain amide group of the downstream neighbour of the nucleophile, i.e. halide-stabilising Trp, and an
amino acid residue in a turn between the B-strand 3 and a-helix A, i.e. Glu in DhlA (Verschueren et al., 1993d) or
the halide-stabilising Asn in DhaA (Newman et al., 1999), LinB (Marek et al., 2000; Oakley et al., 2004) and
DmbA (Mazumdar et al., 2008).

Nucleophilic addition (Ady). The formation of the covalent intermediate is followed by nucleophilic addition (Ady)
of a hydroxyl anion to the carboxyl carbon atom of the Asp nucleophile side-chain, yielding the so-called tetrahedral
intermediate, also known as “alcoxy-hydroxy-olate intermediate” (Pries et al., 1994a). Thus, haloalkane
dehalogenases are evolved to optimise two different nucleophilic substitutions at two nucleophilic centres (Pries et
al., 1995a). The hydroxyl anion is formed by substraction of a proton from a catalytic water molecule by the His base
(Pries et al., 1995b). The catalytic water is situated near the nucleophile and the base, and interacts via three
hydrogen bonds with: (i) the imidazole ring nitrogen of the His base; (ii) the main-chain carbonyl group of the halide-
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stabilising Asn in DhaA (Newman et al., 1999), LinB (Marek et al., 2000; Oakley et al., 2004) and DmbA
(Mazumdar et al., 2008), or Glu in DhlA (Verschueren et al., 1993d); and (iii) one structural water molecule
bound to the side-chain of the amino acid residue just upstream of the Asp nucleophile, i.e. GIn in DhIA
(Verschueren et al., 1993d) or His in DhaA (Newman et al., 1999), LinB (Marek et al., 2000; Oakley et al.,
2004) and DmbA (Mazumdar et al., 2008). The role of the His base as the water activator was proven by His to Gln
site-directed mutagenesisin DhIA and by observation of no incorporation of **O into the Asp nucleophile upon mixing
enzyme with substrate in *O-labelled water (Pries et al., 1995b). Interestingly, the role of the His base is different in
some a/B-hydrolases: (i) His base functions to maintain nucleophilicity of Cys nucleophile in dienelactone hydrolase of
Pseudomonas B13; (ii) His base is involved in both formation and hydrolysis of covalent acyl-intermediate in lipase
from Geotrichum candidum and acetylcholinesterase from Torpedo californica; and (iii) His was suggested to accept
proton from Ser nucleophile in wheat carboxypeptidase A (Pries et al., 1995b). In haloalkane dehalogenases, the
functional His tautomer and the positive charge that evolves on the His base upon accepting the proton from the
catalytic water is stabilised by hydrogen bonding interaction of the His+ base with the catalytic acid, i.e. Asp in DhlA
or Glu in DhaA, LinB and DmbA via the d¢her imidazole amide group (Krooshof et al., 1997). The catalytic acid also
functions as to increase basicity of the His thus making it stronger base, a prerequisite for efficient proton
abstraction from water (Qakley et al., 2004; Negri et al., 2007; Otyepka et al., 2008). However, since the base-acid
interaction have been observed in various forms of enzyme along the reaction cycle (Verschueren et al., 1993d), this
interaction does not explain triggering the Ady at proper time, i.e. after formation of the ester intermediate. The
triggering can be caused by change in His pK, due to change in micro-environment caused by halide anion formation
during the preceding Sy2 step which could explain different rates of hydrolysis of the identical ester intermediate,
cyclohexyl-enzyme, formed during dehalogenation reaction of chlorocyclohexane and bromocyclohexane by LinB
(Prokop et al., 2003).

Decomposition of tetrahedral intermediate. Although the tetrahedral intermediate is being stabilised by the
oxyanion hole, it is a metastable state (Otyepka et al., 2008) that has not been captured by XC unlike the ester
intermediate. The tetrahedral intermediate decomposes into alcohol and free Asp nucleophile. As a consequence of
the nucleophilic addition of the hydroxyl anion from the catalytic water to the carboxyl carbon atom of the Asp
nucleophile side-chain, the catalytic water provides oxygen for the alcohol product on a long run (Prince, 1994), i.e.
the water virtually functions as to regenerate the Asp carboxyl group. The proton of the alcohol group can be obtained
either from the His+ base or from the hydroxyl group attached to the carboxyl carbon of the Asp nucleophile, i.e. from
the catalytic water. QM/MM calculations of the Ady step of dehalogenation of 1,2-dichloroethane by LinB suggest the
former, i.e. the His base functions not only as the water activator but also as the proton carrier (Otyepka et al.,
2008). One or more XC structures were determined for each of DhlA, DhaA, LinB and DmbA that contain halide
anion bound between the two halide-stabilising amino acid residues (Table 16 and Fig 29; Verschueren et al.,
1993d; Newman et al., 1999; Marek et al., 2000; Oakley et al., 2002; Streltsov et al., 2003; Mazumdar et al.,
2008). Six XC structures of LinB (PDB-IDs 1D07, 1G4H, 11Z8, 1K6E, 1K63 and 2BFN) and one XC structure of DmbA
(PDB-ID 202I) also captured bound alcohol product of the dehalogenation reaction in the cavity (Table 16 and Fig
29). In four of the XC structures (PDB-IDs 1G4H, 11Z8, 2BFN and 202I), the alcohol molecule is located adjacent to
the face of the imidazole ring of the His base, i.e. in the region that corresponds to the unproductive substrate binding
site (Streltsov et al., 2003; Monincova et al., 2007; Mazumdar et al., 2008). In other XC structures (PDB-IDs
1D07, 1K6E and 1K63), the alcohol product is shifted towards the Asp nucleophile and halide anion, and shows
smaller interaction interface with the His base (Streltsov et al., 2003).

Product release. Last step of the reaction cycle is regeneration of the active site, i.e. the release of all the three
products, i.e. halide ion, alcohol and proton. The halide is released from the interaction with the halide-stabilising
amino acid residues and the alcohol from the interaction with the halide anion, the Asp nucleophile and the His base
by water molecules (Schanstra & Janssen, 1996) that enter the cavity to compete for the interactions and to solvate
the halide ion and the hydroxyl group of the alcohol (Negri et al., 2007). The two products then leave the active site
through a tunnel (Negri et al., 2007). All three possible sequences of product release have been already observed in
haloalkane dehalogenases: (i) alcohol first (chloride ion vs 2-chloroethanol and bromide ion vs 2-bromoethanol) in
DhIA (Schanstra et al., 1996b); (ii) halide first (bromide ion vs 3-bromo-1-propanol) in DhaA (Bosma et al., 2003);
and (iii) random sequential (chloride ion vs 1-hexanol, chloride ion vs cyclohexanol and bromide ion vs cyclohexanol)
in LinB (Prokop et al., 2003). The fate of the proton from the Asp nucleophile remains unknown; the proton can be
accepted by a water molecule and leave the active site through hydrogen bonding network connecting the activwe site to
bulk solvent (Otyepka et al., 2008).
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Fig 26 | Reaction cycle of haloalkane dehalogenase DhlA with 1,2-dichloroethane. (a) Binding of a substrate to a free enzyme
and displacing of active site water molecules; (b) bimolecular nucleophilic substitution of a chlorine atom by carboxyl oxygen
atom of the Asp124 nucleophile yielding a covalent ester intermediate and chloride anion; (¢) nucleophilic addition of a hydroxyl
anion from the catalytic water molecule to the carboxyl carbon of the Asp124 nucleophile in the ester intermediate yielding a
tetrahedral intermediate; (d) decomposition of the metastable tetrahedral intermediate into 2-chloroethanol and free carboxyl
group of the Asp124 nucleophile; (e) complex of DhlA with the three products of the reaction; (f) release of the products and
binding of a new catalytic water molecule. Main-chain groups of the amino acid residues are indicated by amino acid residue
annotations for clarity. Hydrogen bonding interactions are indicated by dotted lines: black, oxyanion hole; orange, halide-
stabilisation; light blue, violet and grey, binding and polarisation of the catalytic water molecule. Schemes a, b, ¢ and e are
evidenced from XC structures of DhlA (see Fig 27). The reaction mechanism of DhaA/LinB/DmbA is analogous, except for
Asn38/41/39 functioning instead of Trpl75 and Glu56 as halide-stabilising amino acid residue and oxyanion hole amino acid
residue, His105/107/108 functioning as the structural water binding amino acid residue instead of GIn123, and Glu130/132/133
functioning as the catalytic acid instead of Asp260. Redrawn according to Verschueren et al. (1993d); the fate of the hydrogens
from catalytic water molecule remains unclear; added according to the proposal by Otyepka et al. (2008) for LinB.
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Fig 27 | XC structures along the reaction cycle of haloalkane dehalgoenase DhIA with 1,2-dichloroethane. (a)
Free DhlA enzyme with solvated active site (PDB-ID 2HAD); (b) DhlA-1,2-dichloroethane complex (PDB-ID
2DHC); (¢) DhlA-chloroethyl ester intermediate and chloride anion (PDB-ID 2DHD); (d) DhlA-chloride anion
complex (2-chloroethanol has already left; PDB-ID 2DHE). Yellow sphere, chloride anion; red spheres, oxygen
atoms of water molecules. The spheres are visualised in 30% of their actual size for clarity. The structures
correspond to the schemes a, b, ¢ and partially e, respectively, in Fig 26.

Fig 28 | Unproductive substrate binding in haloalkane dehalogenases
LinB (PDB-IDs 1G42 and 1G5F) and DmbA (PDB-ID 202H). The
substrate molecules (green sticks with chlorine atoms in yellow) are
superimposed to the 1G42 structure. The substrate molecules bind
adjacent to the face of the His base. The productive binding site is
occupied by halide anion (yellow spheres) and water molecules (oxygen
atoms shown in red spheres). The amino acid residue identifiers are in
the order LinB/DmbA.
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Fig 29 | Product binding sites in haloalkane dehalogenases LinB
(PDB-IDs 1D07, 1G4H, 11Z8, 1K6E, 1K63 and 2BFN) and DmbA (PDB-
ID 202I). The products are superimposed to the 2BFN structure.
Halide anions bind between the two halide-stabilising amino acid
residues. Alcohol molecules (sticks) bind adjacent to the face of the His
base, and close to the halide anion (sphere) and the Asp nucleophile.
The spheres are visualised in 30% of their actual size for clarity. Yellow,
chlorine/chloride anion; orange, bromine/bromide anion. The amino
acid residue identifiers are in the order LinB/DmbA. The orientation of
the protein molecule is the same as in Fig 28.

Rate limitation. The overall rate of the dehalogenation reaction is determined by the slowest step along the
reaction cycle (Table 21). Interestingly, four different rate-limiting steps have been already observed in
dehalogenating reactions catalysed by haloalkane dehalogenases DhlA (Schanstra et al., 1996b), DhaA (Bosma et
al., 2003) and LinB (Prokop et al., 2003). The differences in rate-limiting steps have been attributed to combination
of three effects (Prokop et al., 2003): (i) DhaA and LinB have larger size and better accessibility of the active site
cavity compared to DhlA (Fig 24b; Marek et al., 2000); (ii) two Trp halide-stabilising amino acid residues in DhlA
are stronger compared to corresponding Trp and Asn in DhaA and LinB (Krooshof et al., 1998; Bohagé et al., 2002);
and (iii) Asp catalytic acid interacts more repulsively with halide anion during its release than Glu catalytic acid due
to different spatial location (Krooshof et al., 1997; Bosma et al., 2003). Additionally, there are substrate-specific
effects because dehalogenation reactions catalysed by a particular haloalkane dehalogenase can be limited at
different steps for different substrates (Schanstra et al., 1996b; Bosma et al., 2003). Interestingly, one or two
amino acid residues substitution can already shift the rate-limiting step (Krooshof et al., 1997; Krooshof et al.,
1998) which is an indication of delicately balanced rates of individual steps (Schanstra et al., 1996a; Krooshof et
al., 1997; Krooshof et al., 1998). Despite all these observations, current level of knowledge about haloalkane
dehalogenases does not allow extrapolating rate limitation among different haloalkane dehalogenases (Prokop et al.,
2003), their mutants (Krooshof et al., 1997; Krooshof et al., 1998) and different substrates (Schanstra et al.,
1996b; Bosma et al., 2003).

Table 21 | Rate-limiting steps in dehalogenating reactions catalysed by haloalkane dehalogenases. (pp. 81-82)

Enzyme Variant Substrate Products Rate-limiting step
DhlA*  Wild-type 1,2-Dichloroethane 2-Chloroethanol Release of the halide anion
Cloride anion (Schanstra et al., 1996b)
1,2-Dibromoethane 2-Bromoethanol Release of the halide anion
Bromide anion (Schanstra et al., 1996b)
1-Chlorohexane 1-Hexanol Substrate binding or Sx2 step
Chloride anion (Schanstra et al., 1996b)
DhlA*  Asp260Asn  1,2-Dibromoethane 2-Bromoethanol Substrate binding or Sy2 step
+Asn148Glu* Bromide anion (Krooshof et al., 1997)
DhlA*  Trpl75Tyr® 1,2-Dibromoethane 2-Chloroethanol Substrate binding or Sx2 step
Chloride anion (Krooshof et al., 1998)
DhaA®  Wild-type 1,3-Dibromopropane  3-Bromo-1-propanol Release of the alcohol
Bromide anion (Bosma et al., 2003)

1,2,3-Trichloropropane 2,3-Dichloropropane-1-ol Substrate binding or Sx2 step
(Bosma et al., 2003)
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Enzyme Variant Substrate Products Rate-limiting step
LinB* Wild-type 1-Chlorohexane 1-Hexanol Hydrolysis of the ester intermediate
Chloride anion (Prokop et al., 2003)
Chlorocyclohexane Cyclohexanol Hydrolysis of the ester intermediate
Chloride anion (Prokop et al., 2003)
Bromocyclohexane Cyclohexanol Hydrolysis of the ester intermediate
Bromide anion (Prokop et al., 2003)

*Source — Xanthobacter autotrophicus GJ10.

"Source — Rhodococcus rhodochrous NCIMB 13064.

“‘Source — Sphingobium japonicum UT26.

In vitro site-directed mutagenesis; repositioning of the catalytic acid.

°In vitro site-directed mutagenesis; substitution in the halide-stabilising amino acid residue.

Catalytic effect. Haloalkane dehalgoenases exploit mechanisms from all the five categories (see 1.3.3.2) to achieve
overall rate enhancement: (i) approximation by sequestering a substrate molecule from bulk solvent into a cavity
buried in the protein core (Franken et al., 1991; Verschueren et al., 1993b; Verschueren et al., 1993a;
Verschueren et al., 1993c; Newman et al., 1999; Marek et al., 2000; Oakley et al., 2004; Mazumdar et al.,
2008); (ii) breaking the reaction into multiple steps composed of formation and breakdown of two covalent
intermediates via nucleophilic catalyses (Verschueren et al., 1993d; Pries et al., 1994a; Pries et al., 1995a;
Schanstra et al., 1996b; Bosma et al.,, 2003; Prokop et al., 2003), (iii) hydrolysis of the ester intermediate
involving proton transfer by His acting as the general base catalyst (Verschueren et al., 1993d; Pries et al., 1995b;
Otyepka et al., 2008); (iv) preorganisation of the active site for transition state complementarity, i.e. substituting
water solvent by protein and solvating the transition state more than water does (Warshel & Levitt, 1976; Warshel,
1978; Warshel & Florian, 1998; Warshel & Papazyan, 1998; Shurki et al.,, 2002; Warshel, 2003; Olsson &
Warshel, 2004; Warshel et al., 2006; Murugan & Agren, 2009), achieved by a network of hydrogen bonding
interactions in the active site including stabilisation of halide anion by halide-stabilising amino acid residues,
stabilisation of tetrahedral intermediate by oxyanion hole interactions, stabilisation of His+ by ionic interaction with
catalytic base, and binding and polarisation of catalytic water by interaction with one oxyanion hole amino acid
residue and the His base (see Fig 26); and (v) involving enzyme and substrate conformational changes of induced-fit
and/or conformational selection type to drive the complex towards the transition state, see 1.6.2.5 (Pries et al.,
1994b; Schanstra & Janssen, 1996; Lightstone & Bruice, 1996; Lightstone et al., 1997; Krooshof et al., 1998;
Lightstone et al., 1998; Bruice & Lightstone, 1999; Krooshof et al., 1999; Newman et al., 1999; Bruice &
Benkovic, 2000; Marek et al., 2000; Gray et al., 2001; Lewandowicz et al., 2001; Bruice, 2002; Oakley et al.,
2002; Otyepka & Damborsky, 2002; Chaloupkova et al., 2003; Devi-Kesavan & Gao, 2003; Paneth, 2003;
Streltsov et al., 2003; Oakley et al., 2004; Negri et al., 2007).

1.6.2.5 Dynamics of haloalkane dehalogenases

Role of dynamics in chemical steps of the reaction. According to QM/MM calculations, the Sy2 step for the
conversion of 1,2-dichloroethane by DhIA (Warshel et al., 2000; Villa & Warshel, 2001; Shurki et al., 2002;
Olssson & Warshel, 2004) and the Ady step for the conversion of 1,2-dichloroethane by LinB (Otyepka et al., 2008)
are supposed to be largely due to electrostatic preorganisation with only minor effect of dynamics in the reaction
complex (Warshel et al., 2000; Villa & Warshel, 2001; Shurki et al., 2002; Olsson & Warshel, 2004; Otyepka et
al., 2008). According to Warshel and co-workers, ~ 90% of the catalytic effect of the Sy2 step of 1,2-dichloroethane
conversion by DhIA is due to electrostatic preorganisation (Warshel et al., 2000; Villa & Warshel, 2001; Shurki et
al., 2002; Olsson & Warshel, 2004). Contrary, Bruice and co-workers proposed more significant role of both DhIA
and 1,2-dichloroethane dynamics in restricting configurational space of the substrate in reactant state as to yield
complexes close to the transition state of the Sy2 step, the so-called near attack confgurations (NAC), more frequently
compared to poor substrates (Lightstone & Bruice, 1996; Lightstone et al., 1997; Lightstone et al., 1998;
Bruice & Lightstone, 1999; Bruice & Benkovic, 2000; Lau et al., 2000; Bruice, 2002), thus reducing the
activation barrier for the Sx2 step by ~ 25% compared to the corresponding reaction in aqueous solution (Hur et al.,
2003). The NAC for the Sy2 step of 1,2-dichloroethane conversion by DhlA was calculated to be defined by two
geometrical parameters: (i) contact distance between the Asp nucleophilic oxygen atom and attacked carbon atom of
the substrate molecule < 3.41 A; and (ii) angle between the Asp nucleophilic oxygen atom, attacked carbon atom of the
substrate molecule and leaving chlorine atom 157-180° (Scheme 5; Hur et al., 2003):
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Scheme 5 | Near attack configuration for Sx2 step of 1,2-dichloroethane conversion by DhlA.

According to this definition, the XC structure of the DhlA-1,2-dichloroethane complex (PDB-ID 2DHC), in which the
substrate is in a trans conformation, is not in the NAC. In fact, the 2DHC structure (see Fig 27b) presents an
“inactive complex” because it is known from QM calculations that for the Sy2 step, 1,2-dichloroethane should be in a
gauche conformation (Lightstone et al., 1997). QM/MM calculations and MD simulations revealed that 1,2-
dichloroethane in the gauche conformation is much more stable than trans in DhlA, and gauche in water because the
gauche conformation of 1,2-dichloroethane in DhlA is stabilised by charge-dipole interaction with the Asp nucleophile
(Murugan & Agren, 2009). The gauche conformation then facilitates approaching of the two reacting atoms by
decreased repulsion between the adjacent chlorine atom and carboxyl group of the Asp nucleophile (Lightstone et
al., 1997). The preference of the gauche conformation of 1,2-dichloroethane in DhIA is thus caused by strongly
polarised environment of the enzyme active site compared to water solvent (Murugan & Agren, 2009) and hence the
proposed NAC effect could be actually apparent steric effect contributed by smaller steric and larger electrostatic
components (Warshel et al., 2000; Villa & Warshel, 2001; Shurki et al., 2002; Olsson & Warshel, 2004).

Dynamics of catalytic amino acid residues. Even in the highly preorganised active site of haloalkane
dehalogenases, some potentially functionally important motions have been observed for the Asp nucleophile (Oakley
et al., 2004) and predicted for halide-stabilising amino acid residues (Lewandowicz et al., 2001; Devi-Kesavan &
Gao, 2003; Paneth, 2003). In the former case, the Asp nucleophile was determined in the ultra-high resolution XC
structure of LinB (PDB-ID 1MJ5) to occur in two conformations (Fig 30) depending on the protonation state of the
His base; during the catalytic cycle, the Asp nucleophile is supposed to switch the conformation to effectively perform
its function (Oakley et al., 2004). In the latter case, side-chains of the halide-stabilising Trp in DhlA were predicted
by QM/MM calculations and MD simulations to be rotated out of their optimal positions like “drawing a bow”; the
high-energy cost of the strain is compensated by increased hydrogen-bonding of the chlorine atom; finally, hydrolysis
of the intermediate releases the strain causing return of the Trp side-chains into optimal position (Devi-Kesavan &
Gao, 2003). Estimation of the quantitative contribution of these motions to the total catalysis effect has not yet been
reported.

Fig 30 | Two conformations of Aspl08
nucleophile (A and B) in haloalkane
dehalogenase LinB. The distance between Og;
and N,, is 3.05 A in the A conformation and
2.53 A in the B conformation. The distance
between Os; atoms of the two conformations is
1.49 A. The distance between Os, atoms of the
two conformations is only 0.29 A; thus in both
the conformations, Os atom exists in
favourable position for oxyanion hole
interactions (dashed lines) with Trpl109 and
Asn38. The electron density map (2mFo-DFc)
is contoured at 2.0 0.

Role of conformational change for halide release in DhIA. Diffusion steps, substrate binding and product release,
can be also rate-limiting and thus main determinants of the reaction rate (see Table 21). The exchange of substrates,
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products and water between bulk solvent and buried active site occurs via tunnels; XC structures revealed two
tunnels in DhaA (Newman et al., 1999), two tunnels in LinB (Marek et al., 2000), but no tunnel in DhlA (see Fig
24). The absence of a tunnel in DhlA suggests a conformational change that must accompany substrate binding and
product release (Pries et al., 1994b). Indeed, stopped-flow fluorescence measurements of halide binding and release
(Schanstra & Janssen, 1996), and thermodynamic analysis of halide binding (Krooshof et al., 1998) showed two-
step and three-step routes for halide binding via formation of an encounter (also known as “collision”) complex later
proven by XC, PDB-ID 1BEO (Pikkemaat et al., 1999). The presence of the encounter complex and buried active site
means that halide release in DhIA is accomplished by induced-fit mechanism (Sullivan & Holyoak, 2008). Site-
directed mutagenesis confirmed that the enzyme isomerisation involving conformational change is located in the cap
domain (Schanstra et al., 1996a; Schanstra et al., 1997; Krooshof et al., 1998). The conformational change of the
cap domain is the cause of halide release being the rate-limiting step; in other words, the conformational change of
the cap domain for halide release is the rate-limiting event in the reaction cycle of DhlA (Schanstra & Janssen,
1996). The conformational change could involve: (i) concerted movement of aromatic amino acid residue side-chains in
the cap domain (Krooshof et al., 1998); (ii)) movement in the region comprising first two a-helices, 4' and 4, of the
cap domain (see Fig 25a) and the loop between them, a4'/04-loop (Schanstra & Janssen, 1996; Krooshof et al.,
1998); and/or (iii) cis-trans isomerisation of the cap domain Prol68 amino acid residue located in the a4'/a4-loop
(Krooshof et al., 1999).

Role of dynamics in tunnels for substrate binding and/or product release. Possible sites for encounter complex
formation in DhlA were determined by XC, PDB-ID 1BEO (Pikkemaat et al.,, 1999) and further supported by
computational solvent mapping (Silberstein et al., 2007). Two pathways that could potentially form open tunnels
due to protein motions, and that are in accordance with the proposed surface halide-binding sites (Silberstein et al.,
2007), were found by CAVER 1.0 tunnel calculation program (Fig 3la; Petirek et al., 2006). Although, direct
experimental observation of (presumably short-living) open tunnels in DhlA has not yet been reported. Even when
tunnels are present in the XC structure, which is the case of LinB, DhaA and DmbA, substrate binding or product
release cannot be a priori excluded as possible rate-limiting steps of the overall reaction, as shown by DhaA case:
release of 3-bromopropane-l-ol is the rate-limiting step of 1,3-dibromopropane conversion by DhaA (Bosma et al.,
2003). The reason for the release of the alcohol being the rate-limiting step could be: (i) strong attractive interaction
between product and amino acid residues of the tunnel, especially the Asp nucleophile and the His base, as suggested
by the XC structures of LinB (see Fig 29; Oakley et al., 2002; Streltsov et al., 2003) and DmbA (see Fig 29;
Mazumdar et al., 2008), and MD simulations of LinB with 2-chloroethanol (Negri et al., 2007); and/or (ii)
dynamical fluctuations of the tunnel size at a time-scale that interfers with product release rate. In agreement with
alternative conformations present for amino acid residues in XC structures (Fig 32) and with XC B-factors (Fig 33;
Streltsov et al., 2003), comparative analysis of protein motions in DhIA, DhaA and LinB by using classical MD
simulations showed that the largest amplitudes of protein motions occur in N-terminal cap domain loop, NC loop
(DhlA, DhaA and LinB), a-helix 4' (DhlA), a-helix 4 (DhlA, DhaA and LinB) and C-terminal cap domain loop, CC loop
(Otyepka & Damborsky, 2002), i.e. in the region of tunnels observed by XC and MD simulations (Otyepka &
Damborsky, 2002) and predicted by CAVER 1.0 (Fig 31; Petitek et al., 2006). Together with kinetic data, presence
of the largest motions and all known tunnels in the same regions of the cap domain of haloalkane dehalogenases
suggests that the cap domain provides not only the active site cavity and tunnels, but also plasticity to these
structural features via motions (Otyepka & Damborsky, 2002; Streltsov et al., 2003; Oakley et al., 2004; Negri
et al., 2007) and that these motions are important for enzyme kinetics (Schanstra & Janssen, 1996; Krooshof et
al., 1998; Krooshof et al., 1999; Gray et al., 2001; Oakley et al., 2002). As the cap domain also contributes to the
formation of the active site, the mobility of the cap domain needs to be compromised. This is achieved by stabilising -
bridge interaction between the NC- and CC-loops in DhaA and LinB (Otyepka & Damborsky, 2002), packing of a-
helix 4' against a-helix E in DhIA (Otyepka & Damborsky, 2002), and by stabilising interaction of the cap domain
with highly conserved main domain loop located between B-strand 4 and a-helix B, that comprises Gly-X-Gly-X-Ser-
motif common to haloalkane dehalogenases (Chovancova et al., 2007) and their close relatives, epoxide hydrolases
(Barth et al., 2004).
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Fig 31 | Tunnels in XC structure of haloalkane dehalogenases identified by CAVER 1.0. (a) DhlA; (b) DhaA; (c) LinB. CAVER
identifies three types of pathways: (i) tunnels (solid lines) observed in XC structures; (ii) pathways that form open tunnels via
protein motions in MD simulations (dashed lines) reported by Otyepka & Damborsky (2002); and (iii) “uncertain” pathways
highlighted by dotted lines that either open on longer time scale not sampled by the MD simulations, or do not form open tunnel
but allow passage of water molecules through the low density region of protein matrix, or they are not relevant. Identifiers for
amino acid residues lining the tunnels are given in grey and white circles for cap and main domain, respectively. Schematic
representation of the protein is given only for N-terminal part of the cap domain. Redrawn according to Pettek et al. (2006).

Fig 32 | Alternative conformations in haloalkane dehalogenases. (a) DhlA (PDB-IDs 1B6G and 2PKY mapped onto
2HAD); (b) DhaA (PDB-IDs 1BN6 and 1BN7 mapped onto 1CQW); (¢) LinB (PDB-IDs 1MJ5, 1G42, 1G4H, 1G5F and
2BFN mapped onto 1CV2); (d) DmbA (PDB-IDs 202H and 2QVB mapped onto the latter). C, atoms of amino acid
residues determined in alternative conformations are highlighted by red balls. The larger number of the alternative
conformations observed for DhlA and LinB can be due to near-atomic (PDB-ID 1B6G) and atomic resolution (PDB-ID
1MJ5) XC structures, respectively. Protein cartoon models are coloured by domain: grey, the main domain; blue, the cap
domain.

Fig 33 | High mobility regions of haloalkane dehalogenases identified by XC B-factors. (a) DhlA (PDB-ID 2HAD); (b)
DhaA (PDB-ID 1CQW); (e) LinB (PDB-ID 1MJ5); (d) DmbA (PDB-ID 2QVB). B-factors for different amino acid residues
are visualised by varying thickness of a cartoon tube: the thicker the tube, the higher the B-factor; main domain, grey; cap
domain, blue. When omitting termini, the highest mobility in DhaA and LinB is situated in N-terminal part of the cap
domain.
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1.6.2.6 Application of haloalkane dehalogenases

Bioremediation. Bacteria bearing and expressing haloalkane dehalogenase genes vere long time ago recognised to
be possibly applicable for bioremediation (Janssen et al., 1985), i.e. human-assisted removal of xenobiotics from
polluted environment by living organisms. Bacteria expressing haloalkane dehalogenases can be used for removal of
halogenated aliphatic hydrocarbons from polluted soil (Wada et al., 1989), water (Stucki & Thueer, 1995; Erable
et al., 2004; Torz et al., 2007) and gas (van den Wijngaard et al., 1993; Dravis et al., 2000; Erable et al., 2004;
Erable et al., 2005). Removal of 1,2-dichloroethane by Xanthobacter autotrophicus GJ10 with key initial action by
haloalkane dehalogenase DhlA (Fig 23) was demonstrated to occur in a continuous stirred tank bioreactor (Fig 34;
van den Wijngaard et al., 1993; Ferreira Jorge & Livingston, 1999), a membrane reactor (Freitas dos Santos
& Livingston, 1994) and at full scale in a rotating disk biological contactor (Stucki & Thueer, 1995). Recently, it
has been suggested that more efficient clean-up of a polluted water or gas sample could have been achieved by a
combination of various bacterial strains expressing different haloalkane dehalogenases with different substrate
specificities in a successive batch reactor to allow for optimising temperature and pH to various strains (Erable et
al., 2006). Haloalkane dehalogenase gene dhlA of Xanthobacter autotrophicus GJ10 was also successfully engineered
into Arabidopsis thaliana (Naested et al., 1999) and, together with haloacid dehalogenase gene dhlB of
Xanthobacter autotrophicus GJ10, into Nicotiana tabacum (Mena-Benitez et al., 2008) via Agrobacterium sp.
PGV3101, and the possibility of phytoremediation was demonstrated (Naested et al., 1999; Mena-Benitez et al.,
2008). Alternatively, haloalkane dehalogenases could be isolated from the bacteria and applied directly in a cell-free
form. For example, it has been proposed, that if mixed with proper additives, haloalkane dehalogenases DhaA, LinB
and DmbA could be used for decontamination of Yperite-contaminated objects and perhaps even human skin stained
with this horrific blistering agent (Prokop et al., 2006).
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Fig 34 | Degradation of 1,2-dichloroethane by Xanthobacter autotrophicus GJ10 in a continuous stirred tank bioreactor. Gas
samples are taken at point 1 (gas inlet) and 2 (gas outlet). The dilution rate is measured with a sterile pipet connected at
point 3 with the system. At point 4, the medium enters the culture vessel. Before the aqueous sample is taken at point 5, the
pipes are cleaned with air that contains no volatile substrate. For this, clamps 6 and 8 are opened for several seconds, while
clamp 7 is closed. Redrawn according to van den Wijngaard et al. (1993).

Biosensing. Prior to any bioremediation effort, the polluted sites must be identified first. Detection of halogenated
aliphatic hydrocarbons (in mg L") in the environment can be achieved by a biosensor with haloalkane dehalogenases
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expressed by bacteria functioning as the biological element and by detecting products of the hydrolytic
dehalogenation, i.e. halide ions (Peter et al., 1996) or protons (Campbell et al., 2006). The usefulness of this
approach was successfully demonstrated by a biosensor with Rhodococcus sp. DSM 6344 cells immobilised in alginate
on a chloride or bromide ion-selective electrode and expressing haloalkane dehalogenase DhaA (Peter et al., 1996)
and by a fiber optic biosensor for 1,2-dichloroethane detection in aqueous solution with haloalkane dehalogenase DhIA
in whole cells of Xanthobacter autotrophicus GJ10 immobilised in calcium alginate on the tip of a fiber optic
fluoresceinaminebased pH optode (Fig 35; Campbell et al., 2006). The advantage of the optical biosensor is
possibility of the use in situ, small size of the sensor and low cost. The in situ measurements can be, however,
complicated by affected response of the biosensor by pH and buffer capacity of the environment, thus further research
is needed in order to develop biosensors for practical use (Campbell et al., 2006).
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Fig 35 | Fiber optic biosensor for 1,2-dichloroethane detection in aqueous solution with haloalkane dehalogenase DhlA in
whole cells of Xanthobacter autotrophicus GJ10 as the biocomponent. (a) Scheme of the biosensor; (b) detail of the biosensor
tip. Redrawn according to Campbell et al. (2006).

Production of fine chemicals. Only recently, it has been discovered that haloalkane dehalogenases are
enantioselective to some substrates (Prokop et al., 2005), yielding alcohol products with high enantiomeric purity.
For example, DbjA converts (R)-2-bromopentane into (S)-2-pentanol with enantiomeric ratio, i.e. catalytic
performance ratio between preferred and non-preferred substrate, > 200 (Prokop et al., 2005). The fact, that S-2-
pentanol is used as a key intermediate required in the synthesis of several anti-Alzheimer drugs that inhibit (-
amyloid peptide release and/or its synthesis (international patent publication No. WO 98/22494), suggests that
new doors may open for possible exploitation of haloalkane dehalogenases for yet another human benefit (Prokop et
al., 2005).

Cell imaging. Another, already well established, use of haloalkane dehalogenases in the field of biomedicine and
human health is in cell imaging technologies. Reaction catalysed by haloalkane dehalogenases involves essential role
of His base for hydrolysis of the covalent ester intermediate (Fig 26). Mutating the His base causes termination of the
reaction cycle before Ady step, yielding accumulating ester intermediate. This is the principle of the so-called HaloTag
technology developed at Promega, originally wusing DhaA His272Phe mutant as the HaloTag
(http//www.promega.com/appications/prtn_exp/halotag.htm). A substrate, the so-called HaloTag ligand, is composed
of three parts: (i) a terminally halogenated alkyl chain that binds covalently to the Asp nucleophile in the Sy2 step; (ii)
a spacer of variable length and chemical nature, running through a tunnel to the protein surface in the ester
intermediate; and (iii) a solvent exposed application-specific functional group, e.g. fluorescent dye, affinity handles or
solid surfaces (Los et al., 2008). Fusion of the HaloTag gene with a gene encoding protein of interest allows
investigating therole and behaviour of the protein in live cells. Using the HaloTag technology, subcellular localisation,
translocation, translocation dynamics and degradation of NF-kB proteins (p65 and IkB) was monitored by fusing
genes for the proteins with the DhaA HaloTag (Los et al., 2008). Fusion of the DhaA HabTag with X-linked inhibitor
of apoptosis associated factor 1 (XIAP-associated factor 1, XAF1) allowed deciphering the role of XAF1 in regulation of
trophoblast cell apoptosis (Straszewski-Chavez et al., 2007). The HaloTag technology was also used to study
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expression, trafficking, spatial separation and real-time translocation of an Pl-integrin-HaloTag fusion, thus
demonstrating that this technology can be a powerful tool to investigate also membrane protein biology in live cells
(Svendsen et al., 2008). An extension of the HaloTag technology, the so-called covalin, was developed by Johnson
and co-workers (Chidley et al., 2008). Covalin is a protein chimera of two self-labeling proteins, HaloTag and O°-
alkylguanine-DNA alkyltransferease, the so-called SNAPtag (Chidley et al., 2008). The advantage of the HaloTag-
SNAPtag fusion is non-overlapping substrate specificity (i.e. haloalkane derivatives vs benzylguanine derivatives)
that allows specific conjugation of large variety of different molecules or objects displaying appropriate functional
groups (Fig 36; Chidley et al., 2008).

Covalin

Fig 36 | General scheme of covalin-dependent bioconjugations. Objects, in green and yellow, represent
synthetic probes, biomolecules, beads, or cells. Redrawn according to Chidley et al. (2008).

Engineering of proteins and metabolic networks. Naturally occurring enzymes may not be efficient or stable
enough for practical applications (Chang et al., 1999). The above outlined potential for applications of haloalkane
dehalogenases, that has attracted scientists over two decades, makes these enzyme family a good model system for
better understanding of protein structure-dynamics-function relationships that in reward allows design and
construction of haloalkane dehalogenase mutants with enhanced stabilities (Gray et al., 2001; Pikkemaat et al.,
2002), modified substrate specificities (Pries et al., 1994b; Kmunicek et al., 2001; Chaloupkova et al., 2003;
Kmunicek et al., 2003; Kmunicek et al., 2005), enantioselectivities (Chrobakova et al., 2006a; Chrobakova et
al., 2006b; Brezovsky et al., 2008) and enhanced activities (Pries et al., 1994b; Schanstra et al.,, 1996a;
Schanstra et al., 1997; Holloway et al., 1998; Gray et al., 2001; Bosma et al., 2002; Chaloupkova et al., 2003).
However, when steady-state kinetic data reported, increase in k... is almost always accompanied by increase in K,; the
highest improvement of catalytic performance by engineering of haloalkane dehalogenases that has been reported so
far is “only” 10.6-fold for conversion of 1-chlorohexane by DhlA Phel72Trp mutant (Schanstra et al., 1996a), and 7.8-
fold for conversion of 1,2,3-trichloropropane by DhaA C176Tyr+Tyr273Phe double mutant, DhaA-M2 (Bosma et al.,
2002). However, even such a modest improvement allowed turning the non-growth 1,2,.3-trichloropropane compound
into growth substrate for Agrobacterium radiobacter AD1 expressing the mutant dhaA-M2 gene (Fig 37; Bosma et
al., 2002). Complementary to the protein engineering, there is also an effort towards discovery of more efficient
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natural catalysts: three more haloalkane dehalogenases, DbjA (Sato et al., 2005), DmlA (Sato et al., 2005) and
LinB (Monincova et al., 2007), have been recently found to be active with TCP; none of these enzymes are, however,
vast superior over the mutant DhaA (Table 22).

(a) HLO HCI
\)\/ LL CI\)\/OH —> No growth
DhaA
o HD
\)\/OH —l> a A s CI\/K/OH —— Growth
HheC EchA
(c) HLO HCI
0
\)\/ Ll» C|\)\/0H —A» CI\/A $—> CI\)\/OH —> No growth
DhaA HheC EchA
(d) HLO HCI
0
\)\/ Ll» CI\)\/OH —A» CI\/A $—> CI\)\/OH —> Growth
DhaA-M2 HheC EchA

Fig 37 | Engineered TCP utilisation pathway in Agrobacterium radiobacter AD1. (a) Rhodococcus sp. M15-3 TCP
degradation pathway; (b) Agrobacterium radiobacter AD1 2,3-dichloropropane-1-ol utilisation pathway; (¢) Agrobacterium
radiobacter AD1(TB3) TCP degradation pathway; (d) Agrobacterium radiobacter AD1(TB3) TCP utilisation pathway. DhaA,
haloalkane dehalogenase from Rhodococcus sp. ml15-3; DhaA-M2, Cysl76Tyr+Tyr273Phe mutant of DhaA; HheC,
haloalcohol dehydrogenase from Agrobacterium radiobacter AD1; EchA, epoxide hydrolase from Agrobacterium radiobacter
AD1. Blue, substrate; red, metabolic intermediate. Redrawn according to Bosma et al. (2002).

Table 22 | Haloalkane dehalogenases active with TCP.

Enzyme Source Variant k., K., k../K, Year of
[s'] [M] [s'M'] discovery
DhaA  Rhodococcus sp. m15-3 WT* 0.08 2.2x10? 36 1999
DhaA  Rhodococcus sp. m15-3 M2® 0.28 1.0x10° 280 2002
DbjA Bradyrhizobium japonicum USDA110 WT  0.24 2.8x10* 857 2005
DmlA  Mesorhizobium loti MAFF303099 WT  NER° NR NR 2005
LinB Shingobium japonicum UT26 WT 0.005 7.3x10° 68 2007

*WT, Wild-Type; identical to DhaA from Rhodococcus rhodochrous NCIMB 13064.
*Cys176Tyr+Tyr273Phe mutant; obtained by DNA shuffling and error-prone PCR.
‘NR — Not reported.
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2 Objectives

What is a digital camera? You open it and there is no film
tape inside.

By means of molecular docking calculations, molecular dynamics simulations and visualisation of protein
structure and dynamics, and in the view of available experimental data, my doctoral research was aimed at designing
mutations in haloalkane dehalogenase DhaA from Rhodococcus rhodochrous NCIMB 13064 (the wild-type DhaA) for
enhanced catalytic performance with toxic and recalcitrant xenobiotic compound, 1,2,3-trichloropropane, TCP (Task
1), and while attempting that, bringing better understanding of structure-dynamics-function relationships of this
enzyme (Tasks 2 to 6).

Below follows a list of the six specific tasks that emergedin the course of conrducting the research:

Task 1 | In silico design of mutants of the wild-type DhaA for enhanced conversion of TCP. The goal was to provide
experimentalists with a list of amino acid residues for substitution, and if possible, to suggest suitable substitutes.

Task 2 | In silico analysis and interpretation of the effects of mutations on the enhanced conversion of TCP by DhaA
mutants. The goal was to suggest what part of the reaction cycle is improved by the substitutions in the mutants, and
to propose what is the basis of the improvement.

Task 3 | In silico identification of pathways and mechanisms for release of two products of TCP hydrolytic
dehalogenation, i.e. 2,3-dichloropropane-1-0l (DCL) and chloride anion (CL), from the buried active site of the wild-
type DhaA and the mutants. The goal was to identify all potentially functional product release pathways for the two
products and to describe the release process in terms of product-enzyme and product-water interactions and
dynamics.

Task 4 | In silico identification of pathways and mechanisms for water exchange between the buried active site and
the surface of the wild-type DhaA and the mutants. The goal was to identify all potentially functional water exchange
pathways and to describe the exchange process in terms of water-enzyme and water-product interactions and
dynamics.

Task 5 | Comparison of XC structures of DhaA variants. The goal was to explore open and closed tunnels in the
structures and describe the effect of mutations onthe accessibility of the tunnels.

Task 6 | Testing temporary versions of CAVER 2.0 algorithm and CAVER Viewer application for calculation of
pathways leading from buried cavities to surface in protein structures. The goal was to provide developers of the
algorithm and the application with feedback response on the reliability of pathways identified by the CAVER 2.0
algorithm and on the user-friendliness of the graphical user interface of the CAVER Viewer.
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3 Methods

There are always at least two solutions for one problem.
One naturally attempts to decide for the best solution.
Later on, one often realises that the best solution was
actually not the best one, which is, in fact, the best proof
that the realised solution was indeed the best one.

The research on the haloalkane dehalogenase DhaA outlined in the previous chapter (see 2 Objectives) was
multidisciplinary, requiring tight collaboration of specialists from various fields of protein science: DNA
manipulation, protein expression, protein purification, circular dichroism (CD) spectroscopy, enzyme kinetics, X-ray
crystallography (XC), molecular docking calculation and molecular dynamics (MD) simulation. All experimental
methods were employed by collaborators under the supervision of Ji#i Damobrsky, Yuji Nagata, Michal Kuty and
Ivana Kutd-Smatanova (see 3.1), whereas all molecular modelling methods were employed by myself under the
supervision of Jifi Damborsky and Rebecca C. Wade (see 3.2). CAVER 2.0 program was developed in the collaboration
of molecular modelling and bioinformatics specialists led by Ji#i Damborsky with specialists in the field of computer
graphics and interaction of humans with computer led by Jifi Sochor (see 3.3).

3.1 Experiments

Materials and basic DNA manipulation. All used chemicals were purchased from Sigma-Aldrich (St. Louis, MO,
USA). The enzymes used for DNA manipulations were obtained from Takara Bio (Kyoto, Japan), Toyobo (Osaka,
Japan) and New England Biolabs (Beverly, MA USA). Modification and mutagenesis oligonucleotide primers were
obtained from Hokkaido System Science (Hokkaido, Japan). Plasmids pUC18 and pAQN were obtained from (Takara
Bio, Kyoto, Japan) and from Nagata et al. (1999), respectively. The bacterial strains Escherichia coli DH5a, BL21 and
XJb were obtained from Zymo Research (Orange, CA, USA) and cultivated on Lysogeny Broth (LB) medium obtained
from Sigma-Aldrich (St. Louis, MO, USA). Established methods were employed for the following procedures:
preparation of plasmid DNA, digestion of plasmids and PCR-amplified DNA fragments with restriction
endonucleases, ligation, agarose gel electrophoresis, and transformation of Escherichia coli cells (Maniatis, 1982).

Preparation of recombinant dhaAHis gene. Nucleotide sequence of pRTL1 plasmid-located dhaA gene (GenBank
accession number AF060871; Supplementary file genbank_AF060871) from Rhodoccocus rhodochrous NCIMB
13064 (Kulakova et al., 1997) was modified at its termini by addition of BamHI and HinDIII restriction sites,
Shine-Dalgarno sequence (Shine & Dalgarno, 1975) and six codons for His in PCR using synthetic oligonucleotide
primers designed accordingly (Fig 38). The PCR-amplified modified dhaA gene (dhaAHis) was inserted into high
copy number pUC18 plasmid to yield recombinant plasmid pUC18::dhaAHis that was subsequently transformed into
Escherichia coli DH5a (Fig 39). The transformants were selected by ampicilin resistance conferred by pUC18-located
bla gene encoding B-lactamase. Among the transformants, recombinant pUC18::dhaAHis were distinguished from
intact plasmid by blue/white screening on LB agar with 5-bromo-chloro-indolyl-galactopyranoside, X-gal (Fig 40).

Site-directed mutagenesis I. The amplified pUC18::dhaAHis plasmid was isolated from the recombinant
Escherichia coli DH5a and served as the template for site-directed mutagenesis (Table 23) by inverted (also known
as “inside out” or “inverse”) PCR (Ochman et al., 1988; Triglia et al., 1988) using synthetic oligonucleotide primers
to yield pUC18::dhaA04His. The mutant recombinant dhaA04 gene was afterwards re-cloned into pAQN yielding
PAQN::dhaA04His. The recombinant plasmids pUC18::dhaAHis and pAQN::dhaA04His served as the templates for
site-directed mutagenesis using the QuikChange Site-Directed Mutagenesis Kit (Stratagene, La Jolla, CA, USA) to
yield pUC18::dhaA14His and pAQN::dhaA15His, respectively (Stsiapanava et al., 2008). The mutant recombinant
dhaAl4 gene was afterwards re-cloned into pAQN yielding pAQN::dhaA14His. pAQN::dhaA04His also served as the
template for two rounds of site-directed mutagenesis by inverted PCR with KOD Plus polymerase (Toyobo) to yield
PAQN::dhaAM2 and pAQN::dhaAMS3, respectively. The recombinant plasmids were transformed into Escherichia coli
BL21 and the respective DhaA proteins were overexpressed and purified (vide infra).
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() ccolecATCC[TARGGAGGAAATCGAAATGTCAGAARTCGG TACAGG
5 BamHI  Shine-Dalgarno Met' Ser? Glu® lle* Gly* Thrt Gly”

(c) Arg®® Trp** Leu* Pro*' Ala** Leu*” 6xHis Stop  Hindlll 5
[6eaaceadccclceTcacoTAlTolcTAGTG[cTAl TGRRETTCGAACCG

Fig 38 | Preparation of dhaAHis gene. (a) Oligonucleotide primers for PCR amplification of dhaA gene; (b)
detail of forward primer; (c) detail of reverse primer. The forward oligonucleotide primer for PCR gene
amplification was designed to introduce BamHI restriction site for DNA manipulation purpose and Shine-
Dalgarno sequence of Escherichia coli canonical form (TAAGGAGG) (Makrides, 1996) for overexpression of
DhaA protein. The reverse oligonucleotide primer for PCR gene amplification was designed to introduce six
codons for His (alternating two His codons, GTG and ATG) between last coding codon for Leu293 (CTC) and
the amber stop codon (TAG) to aid purification of DhaA protein, and HindIII restriction site for DNA
manipulation.

dhaAHis
—>> pUC18::dhaAHis
2,686 bp BamHI
& 3,614 bp
Hindlll

Fig 39 | Preparation of recombinant pUC18::dhaAHis plasmid. (a) pUC18 plasmid and dhaAHis are digested with BamHI and
HindIII restriction endonucleases and joined into recombinant plasmid pUC18::dhaAHis with dhaAHis inserted within multiple
copy site (MCS). bla — gene encoding B-lactamase; rep — pMB1 replicon; lacZ — gene encoding N-terminal part of B-galactosidase.

Saturation mutagenesis and seeding. Both pAQN::dhaAM2His and pAQN::dhaAM3His served as the templates
for two saturation mutagenesis experiments (Table 24) by inverted PCR targeting one (diversity 32) and two codons
(diversity 1024), respectively, using specific oligonucleotide primers. The coding strand primers contained NNK at the
position to be mutagenised, where N was an equal mixture of all four nucleotides and K was an equal mixture of G
and T. The mutated amplified plasmids were treated with Dpnl to digest the parental DNA template, leaving the
mutation-containing in vitro synthesised nicked plasmids that were transformed into Escherichia coli DH5q, yielding
two sub-libraries for each template. All transformants were used for the stock bulk sub-library and for five-fold
inoculation of 3 mL LB media with 100 yg mL" ampicilin. Plasmids from the two pAQN:dhaAM2His-based sub-
libraries and the two pAQN:dhaAMS3His-based sub-libraries were isolated and purified using Quantum Prep
Plasmid Miniprep kit (Bio-Rad Laboratories). The isolated plasmids from respective sub-libraries were mixed in equal
amounts, digested simultaneously with HindIII and Nrul restriction endonucleases at 37°C for 2 h. A small fragment
of DNA (330 bp) from the two codon sub-library was cloned into the respective one codon sub-library (4,600 bp),
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resulting in the final libraries A and B, each saturated at the three codons of interest. The libraries A and B were
electroporated (Neumann et al., 1982; Lurquin, 1997) into Escherichia coli XJb cells (1 mm cuvette, 1.8 kV, 200 Q,

25 uF).
D )
[\ X-gal

N\
(b)
Ampicilin O \ ]‘ ‘x i @
@ BCHI i ®
[
(c)

Ampicilin

(a)

Ampicilin

Cell lysis

Fig 40 | Selection of Escherichia coli DH5a with pUC18::dhaAHis. (a) Escherichia coli DH5a cell with recombinant plasmid
pUC18::dhaAHis does not produce functional B-galactosidase to convert X-gal into blue 5,5'-dibromo-4,4'-dichloro-indigo, and
produces white colonies on LB agar plate with X-gal and ampicilin (right); cell lysis is protected by pUC18-encoded periplasmic-
space-located B-lactamase (yellow); (b) Escherichia coli DH5a cell with intact pUC18 plasmid produces functional B-galactosidase
by complementation of pUC18-encoded N-terminal part the enzyme (blue sickle) with host-encoded C-terminal part (grey sickle),
to convert X-gal into blue 5,5'-dibromo-4,4'-dichloro-indigo (BCI) via 5-bromo-4-chloro-3-hydroxyindole (BCHI), and produces blue
colonies on LB agar plate with X-gal (right); cell lysis is protected by B-lactamase (yellow); (¢) Escherichia coli DH5a without
pUC18 plasmid lyses on LB agar plate with ampicilin (right) due to absence of pUC18-encoded periplasmic-space-located B-
lactamase (Minsky et al., 1986).

Propagation of libraries. The recovered transformed Escherichia coli XJb cells were plated onto LB agar plates
supplemented with 100 yg mL™' ampicillin and incubated overnight at 37°C. The individual colonies were picked with
sterile toothpicks and resuspended in separate wells of a 96-well plate containing LB medium and 100 yg mL™
ampicillin. Each 96-well plate contained eight positive controls of M2, four negative controls with the intact pAQN
plasmid and four wild-type controls. The plates were shaken at 120 r.p.m. at 37 °C for at least 16 h, and a replica of
the 96 wells was made on LB agar plates. Expression of the mutant dhaaHis gemes from lac promoter was induced by
isopropyl-b-D-thiogalactopyranoside (IPTG), that inactivates pAQN-encoded Lacl repressor, at a final concentration
0.5 mM and cultivated for a further 5 h at 30 °C, pelleted at 4 °C by centrifugation at 1,800 r.p.m. for 35 min and
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stored at —-80 °C.

Table 23 | Site-directed mutagenesis.

Template Primers (5' -— 3")*>" Result Introduced mutation®

pUC18::dhaAHis TACGTCGTCCGT CCGCTTAC™ pUC18::dhaA04His Cysl176Tyr
TTTCGGGAGCGCACCCTC™

PAQN::dhaAHis GGAATTCATCCGGCCTTTCCCGACGTGG"™ pUC18::dhaAl4His Ile135Phe
CCACGTCGGGAAAGGCCGGATGAATTCC™

PAQN::dhaA04His GGAATTCATCCGGCCTTITCCCGACGTGGY™ pAQN::dhaAl5His Ile135Phe
CCACGTCGGGAAAGGCCGGATGAATTCC™

PAQN::dhaA04His TTCCTCCAGGAAGACAACCCY™ PAQN::dhaAM2His Tyr273Phe
GTGCAATCCCGGGGC™

PAQN::dhaAM2His GGACGAATTTCCGGAATTCG™ PAQN::dhaAM3His Trp141Phe
CACGTCGGGATAGGCC™

pAQN::dhaA31His TTCCTCCCGAAATACGTCGTCC™ PAQN::dhaA51His Alal72Phe
ACCCTCGATGAAAGCGTTCTG™

PAQN::dhaA51His TTCCGTGAGACCTTCCAGGCY™ PAQN::dhaA52His Alal45Phe

GAATTCCGGCCATTCGTCCC™
2The introduced mutations are bold-faced and underlined.
“fw, forward primer; rev, reverse primer.

Table 24 | Saturation mutagenesis.

Template Primers (5' -— 3")>>° Result Introduced mutation®

pAQN::dhaAM2His GGCCTNNKCCGACGTG™ PAQN::dhaAsub-libraryA1His Tle135X
GGATGAATTCCATACATGCAATAC™

PAQN::dhaAM2His NNKATCCCCCCGGCCGAAG™ PAQN::dhaAsub-libraryA2His Val245X
MNNGCCGGGTGTGCCCCAG™ Leu246X

PAQN::dhaAM3His GGCCTNNKCCGACGTG™ PAQN::dhaAsub-libraryB1His Ile135X
GGATGAATTCCATACATGCAATAC™

pAQN::dhaAM3His NNKATCCCCCCGGCCGAAG™ PAQN::dhaAsub-libraryB2His Val245X
MNNGCCGGGTGTGCCCCAG™ Leu246X

2The introduced mutations are bold-faced and underlined.
"'N=A G CorT;K=GorT;M=AorC.

‘fw, forward primer; rev, reverse primer.

94X — any of the 20 standard amino acid residues.

High-throughput screening of the libraries for dehalogenating activity with TCP. The microplates with the
propagated mutant A and B libraries were defrosted, and cell pellets were lysed in 1 mM HEPES buffer (pH 8.2). 10
WL of cell free extract was transferred into 140 uL of phenol red assay buffer (pH 8.2) composed of 1 mM HEPES
buffer, 20 mM Na2S04, 1 mM EDTA and phenol red at final concentration 25 yg mL™. TCP substrate was added to
an apparent concentration of 10 mM, the microplates were sealed with parafilm and incubated at 25 °C for 16 h.
Hydrolytic dehalogenation of TCP is accompanied by production of protons that decreased pH of the weakly buffered
medium causing change in colour of the phenol red dye from red to yellow: the most active variants produced a bright
yellow colour, less active in hues of orange, while inactive variants and negative controls formed a deep purple colour
(Fig 41). Replica colonies corresponding to the most active variants (wells) were used to inoculate 3 mL LB media and
their plasmids were subsequently isolated. The nucleotide sequences of the mutant dhaA genes of 51 most active
variants were determined by the dideoxy chain termination method using an automated DNA sequencer, ABI PRISM
310 genetic analyzer with BigDye, Terminator version 3.1 Cycle Sequencing kit (Applied Biosystems, Foster City, CA,
USA,; Fig 42). Selected plasmids encoding 25 unique DhaA mutant proteins were transformed into Escherichia coli
BL21.

Overexpression of selected DhaA variants. Escherichia coli BL21 cells with the selected plasmids were cultured in
10 mL (for determination of specific activity — see below) and in 2 L (for purification — see below) of LB with 100 ug
mL"! ampicilin at 37 °C and cultivated at 37 °C to an optical density of 0.5 at 600 nm. The induction of DhaA variant
expression at 30 °C was initiated by the addition of IPTG to a final concentration of 0.5 mM. The cells were harvested
by centrifugation at 8000g for 10 min after 4 h of cultivation at 30 °C. During harvesting, cells were washed and then
resuspended in 20 mM KH,PO, buffer (pH 7.5). The harvested cells were kept at —65 °C. Defrosted cell suspensions
were disrupted by sonication using a Soniprep 150 (Sanyo Gallenkamp PLC, Loughborough, UK) or ultrasonic
processor Hielscher UP200S (Hielscher Ultrasonics, Teltow, Germany). The cell-free extracts (lysates) were
centrifuged at 21,000 g for 1 h to provide DhaA-containing supernatant.
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Fig 41 | Screening a saturation mutagenesis library for dehalogenation of TCP. (a)
Escherichia coli Xjb replica colonies from a saturation mutagenesis library; (b) 96-
wells microplate containing eight positive M2 mutant controls (light grey), four
wild-type controls (dark grey), four negative controls (black), and 80 variants
picked from the saturation mutagenesis library. In this example, variant 9E shows
enhanced activity compared to the M2 mutant positive controls as the 9E contains
the highest concentration of proton product of dehalogenating reaction, indicated
by decrease in pH and colour-change response of phenol red pH indicator.

Comparison of substrate specificities of selected DhaA variants. Substrate specificity of wild-type DhaA and the
most active mutant 31 towards a set of 31 substrates (Table 25) was assayed in the crude extracts by monitoring
released halide anions (X) by addition of mercuric thiocyanate and ferric ammonium sulfate, and determining the
orange colour of ferric thiocyanate product spectrophotometrically at 460 nm, the so-called Iwasaki method (Scheme
6; Iwasaki et al., 1952):

2X +Hg(CNS), ==== HgX, +2CNS"
4X +Hg(CNS), === HgXx,® + 2CNS
CNS +F&* =

Scheme 6 | Iwasaki method.

One unit of enzymatic activity was defined as the release of 1 pmol of halide anion per minute.

Purification of selected DhaA variants. The collected cell-free extracts were purified using using FPLC Akta
(Amersham Pharmacia Biotech, USA) and HiTrap affinity column packed with high performance chelating sepharose
(GE Healthcare Life Sciences, NJ, USA formerly Amersham Pharmacia Biotech) or with affinity resin (Amersham
Biosciences, Freiburg, Germany) charged with Ni** and equilibrated with purification buffer (pH 7.5) composed of 16.4
mM K,HPO,, 3.6 mM KH,PO,, and 0.5 M NaCl containing 10 mM imidazole. The His-tagged DhaA proteins were
bound to the resin in the equilibrating buffer composed of 50 mM phosphate buffer (pH 7.5) containing 500 mM
sodium chloride and 10 mM imidazole. Unbound and weakly bound proteins were washed out with buffer containing
50 mM imidazole. His-tagged DhaA proteins were eluted with the purification buffer containing 300 mM imidazole.
Purified proteins were dialysed overnight against 50 mM phosphate buffer (pH 7.5) composed of 41 mM K,HPO, and 9
mM KH,PO,. The enzymes were sterilised and stored in the same buffer. The entire purification process and storage
was performed at 4 °C. DhaA protein concentrations were determined by the method of Bradford (Sigma-Aldrich, St.
Louis, MO, USA).

Site-directed mutagenesis II. The plasmid with mutant dhaA gene encoding the most active DhaA variant,
PAQN::dhaA31His, served as the template for two rounds of site-directed mutagenesis (Table 23) by inverted PCR
with Phusion polymerase (Finnzymes, Espoo, Finland) and using specific oligonucleotide primers yielding
PAQN::dhaA51His and pAQN:dhaA52His, respectively. The recombinant plasmids were transformed into
Escherichia coli BL21 and the respective DhaA proteins were overexpressed and purified (see above).

Determination of steady-state kinetic constants for selected DhaA variants with TCP. Steady-state kinetic
constants, k... and K, for the conversion of TCP by wild-type DhaA and mutants M2, M3, 04, 14, 15, 21, 27, 31, 51,
and 52 were assayed with TCP by the initial velocity measurements as described previously (Chaloupkova et al.,
2003): the substrate concentration was determined by a gas chromatography (Trace GC 2000) equipped with a flame
ionization detector (Thermo Finnigan, San Jose, CA, USA) and a DB-FFAP capillary column 30 m x 0.25 mm x 0.25
mm (J&W Scientific, Folsom, CA, USA). Dehalogenation reaction was performed at 37 °C in 25-mL Reacti-Flasks
closed by Mininert Valves in a shaking water bath. 10 mL reaction mixture consisted of 0.2 to 1.0 mg mL™ DhaA
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variant in glycine buffer (pH 8.6) and varied concentrations of substrate (0.5 to 15.0 mM). The reaction was stopped
by the addition of methanol at 10 and 20 min or 15 and 30 min time points. All the data points were measured in
duplicates or triplicates. Halide product concentration was determined by the Iwasaki method. The K, and k..
constants were calculated using the program Origin 6.1 (OriginLab, Northampton, MA, USA). The kinetic data were
fitted using the Origin 6.1 to linear or exponential (burst) models described by equation ¢ = A x (1-exp(-kg X ¢)) + k1, X £,
where A is the amplitude of burst, kg is the burst phase rate and %, is the steady-state phase rate.
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Fig 42 | Determination of nucleotide sequence of mutant dhaA genes. (a) Cycle sequencing by dideoxynucleotide
termination method using differently fluorescently-labelled dideoxynucleotide terminators (BigDye, Terminator
v. 3.1, Applied Biosystems, Foster city, CA, USA); (b) fractionating products of the sequencing reaction by
capillary electrophoresis according to size, and detection of the fluorescent-dye-labelled DNA fragments by
fluorescent detector yielding emission spectrum that provides the order of nucleotides in the nucleotide sequence.
Redrawn according to Applied Biosystems (Foster city, CA, USA).

Determination of product inhibition for selected DhaA variants. Steady-state inhibition constants, K;, for 2,3-
dichloropropane-1-ol (DCL) were calculated using the program ORIGIN 6.1 (OriginLab, Northampton, MA, USA) for
wild-type DhaA and mutants 21, 27, and 31 based on the initial rates of TCP conversion determied by the Iwasaki
method at various DCL concentrations. The TCP substrate concentration was constant (1.4 mM), and the DCL
inhibitor concentrations varied between 1.4 and 35.0 mM. The velocity of the reaction without the DCL inhibitor was
measured as a negative control. Reactions were performed in duplicates. Halide concentrations were determined at
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several times (10, 20, 30, and 40 min) in order to obtain at least three data points in the initial phase of conversion.
Initial substrate and inhibitor concentrations were determined before reaction initiation by Trace GC 2000 equipped
with a flame ionization detector (Thermo Finnigan, San Jose, CA, USA) and a DB-FFAP capillary column 30 m x 0.25
mm x 0.25 mm (J&W Scientific, Folsom, CA, USA).

Table 25 | Set of substrates for determination of substrate
specificity.
Group Compounds
1-Haloalkanes 1-Chloropropane
1-Todopropane
1-Chlorobutane
1-Bromobutane
1-Iodobutane
1-Chloropentane
1-Chlorohexane
1-Bromohexane
1-Chlorodecane
1-Todohexane
2-Haloalkanes 2-Chloropropane
2-Iodobutane
1,2-Haloalkanes 1,2-Dibromoethane
1-Bromo-2-chloroethane
1,2-Dibromopropane
2-Bromo-1-chloropropane
a,w-Haloalkanes 1,2-Dibromoethane
1-Bromo-2-chloroethane
1,3-Dichloropropane
1,3-Dibromopropane
1,3-Diiodopropane
1-Bromo-3-chloropropane
1,5-Dichloropentane
Multihalogenated alkanes  1,2-Dibromo-3-chloropropane
1,2,3-Trichloropropane
1,2,3-Tribromopropane
2-Substituted 1-Haloalkanes 1-Bromo-2-methylpropane

Cyeclic haloalkanes Chlorocyclopentane
(Bromomethyl)cyclohexane
Haloalkenes 2,3-Dichloropropene
3-Chloro-2-methylpropene
Halonitriles 4-Bromobutyronitrile
Haloethers Bis(2-chloroethyl) ether

Determination of secondary structure fingerprint for selected DhaA variants. Secondary structure fingerprint of
the purified wild-type DhaA, mutants 04, M2, M3, and six most active DhaA variants obtained by screening the
saturation mutagenesis libraries A and B (mutants 17, 19, 21, 27, 31 and 33), and mutants 51 and 52, was determined
by measuring far-UV CD spectra (Fig 43) using Jasco J-810 spectropolarimeter (Jasco, Tokyo, Japan). CD data were
collected at 22°C, from 185 to 260 nm at 100 nm/min rate, 1 s response time and 2 nm bandwidth using a 0.1 cm
quartz cuvette. The concentration of tested proteins was in the range of 0.26 to 0.30 mg mL". For each DhaA variant,
ten individual scans were averaged, corrected for absorbance caused by the buffer and expressed in terms of the mean
residue ellipticity, Oz in deg cm® dmol?, at wavelength A (Eq 11):

O\M(N — 1)
10dc

Eq 11 | Mean residue ellipticity.

OMRE(A) =

where 6, is the observed ellipticity (degrees) at wavelength A, M is the molecular mass of the protein (Da), N is the
number of amino acid residue in the protein (299 in DhaAHis variants), d is the pathlength (cm) and c¢ is the
concentration (g mL™). Secondary structure content of wild-type DhaA and mutants 04, 14, 15, 21, 27, 31, 51 and 52
was calculated from the CD spectra using K2D and Self-Consistent methods (Andrade et al., 1993; Sreerama &
Woody, 1993) implemented in the program DICROPROT (Deléage et al., 1993).
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Fig 43 | Determination of secondary structure fingerprint of DhaA variants by CD spectroscopy. Circular dichroism is a
phenomenon observed when optically active matter, e.g. protein, absorbs left (Ey) and right (ER) circularly polarised light
(Supplementary files circularly_polarised_light_left.gif and circularly_polarised_light_right.gif) slightly differently,
causing the projection of the resulting amplitude to yield an ellipse instead of a line (Kelly et al., 2005). Circularly polarised
light is created from linearly polarised light (Supplementary file linearly_polarised_light.gif) by piezoelectric crystal
modulator (PEM), and detected by photomultiplier (PM) after going through the protein sample. In proteins, the chromophores
are peptide bonds (Kelly et al., 2005). Amino acid residues in different conformational states, e.g. a-helix and B-sheet, show
characteristic differential absorbance at various wavelength of far-UV region of light spectrum (Kelly et al., 2005). Plotting
differential absorbances or mean residue ellipticities against wavelengths in far-UV region provides far-UV CD spectrum
characteristic for a given protein (Kelly et al., 2005), here DhaA variant. Knowing mean residue ellipticity at 208 and 222 nm,
and protein concentration, relative number of amino acid residues of the protein in a-helical and B-stranded conformations can
be determined by fitting the far-UV CD spectrum to standard curves for pure a-helical and B-sheet conformations.

Determination of high-resolution structure of selected DhaA variants. High-resolution XC structure was
determined for the purified DhaA variants 04 (PDB-ID 3FBW, Supplementary file 3fbw.pdb), 14 (PDB-ID 3G9X;
Supplementary file 3g9x.pdb) and 15 (PDB-ID 3FWH; Supplementary file 3fwh.pdb) using XC structure of
DhaA from Rhodococcus sp. (PDB-ID 1BN6) and XC structure of the mutant 15 as starting models for molecular
replacement (Fig 44 and Table 26; Stsiapanava et al., 2008).

Determination of rate-limiting step of selected DhaA variants. Rate-limiting step in reaction cycle of TCP
dehalogenation by wild-type DhaA and the mutant 31 was determined by combinating two approaches: (i) solvent
kinetic isotope effects determined by performing activity assays at 37 °C in glycine buffer (pH 8.6) containing TCP and
increasing concentrations of H,O from 0 to 100%, and (ii) rapid quench-flow experiments performed at 37 °C in a
glycine buffer (pH 8.6) using a QFM 400 rapid quench-flow instrument (BioLogic, Claix, France; Fig 45). In the latter
technique, the reaction was started rapidly by mixing 70 pL enzyme and 70 pL substrate solutions, then quenched
with 100 pL 0.8 M H,SO, after time intervals ranging from 2 ms to 8 s. The quenched mixture was directly injected
into 0.5 mL of ice-cold diethyl ether with 1,2-dichloroethane as an internal standard. After extraction, the diethyl
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ether layer containing non-covalently bound TCP substrate and DCL alcohol product was collected, dried on a short
column containing anhydrous Na,SO, and analysed using Trace GC 2000 equipped with an MS detector (Thermo
Finnigan, San Jose, CA, USA) and a DB-FFAP capillary column (J&W Scientific, Folsom, CA, USA). The amount of
chloride anion (CL) product in the water phase was measured using an 861 Advanced Compact ion chromatograph
equipped with a METROSEP A Supp 5 column (Metrohm, Herisau, Switzerland).

Protein
(@

solution 14

\\ //
Precipitant
solution

(c)

Fig 44 | Crystallisation and X-ray diffraction data collection for determination of XC structure for selected DhaA variants. (a)
Crystallisation of DhaA mutants 04, 14, and 15 by sitting drop vapor diffusion method; (b) crystals of the mutant proteins; (c)
DORIS storage ring facility (circumference of 289 m, bending radius of 12.2 m, energy of 4.45 GeV) of EMBL/DESY synchrotron
used for diffraction data collection for the DhaA mutant proteins; (d) diffraction images of the DhaA mutant proteins. The
crystals of the mutants 04, 14 and 15 diffracted to resolution of 1.30, 0.95 and 1.15 A, respectively.

Table 26 | Summary of XC data and refinement. (pp. 99-102)

Parameters DhaA variant
04 14 15
Crystallisation
Conditions 0.08 M bicine 25% PEG 4000 25% PEG 4000
8% PEG 8000 8% 2-propanol 8% 2-propanol
0.08 M MgC12 0.1 M sodium acetate 0.1 M sodium acetate
pH 9.0 pH 7.5 pH 7.5
Temperature 294 K Temperature 277 K Temperature 277 K
Technique Sitting drop vapor Sitting drop vapor Sitting drop vapor
diffusion® diffusion diffusion
Space group”® P2,2,2, P1 P1
Diffraction data collection
Synchrotron® Yes Yes Yes
Radiation source EMBL/DESY, Hamburg EMBL/DESY, Hamburg EMBL/DESY, Hamburg
Beamline X11 X11 X11
Wavelength (A)° 0.82 0.82 115
Detector CCD CCD Image plate
Temperature (K) 100 100 100
pH 9.0 7.5 7.5
Number of crystals used 1 1 1
Number of unique reflections”# 88,814 163,495 77,114
Resolution" range high (A)' 1.23 0.95 1.20
Resolution range low (A 100 20.00
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Parameters DhaA variant
04 14 15
Completeness (%)" 100.0 94.2 90.7
Data redundancy’ 7.400 5.8 3.4
Roperge™ 0.05600 0.05900 0.05000
In the highest resolution shell
Resolution range high (A) 1.23 0.95 1.20
Resolution range low (A) 1.25 0.97 1.24
Completeness (%) 99.9 90.6 45.0
Data redundancy 5.70 4.00 2.1
Rerge 0.581 0.418 0.179
Model building
Method Molecular replacement® Molecular replacement  Molecular replacement
Software MOLREP MOLREP MOLREP
Starting model (PDB-ID) 1BN6 3FWH 1BN6
Refinement
Program SHELXL-97 REFMAC 5.2.0019 REFMAC 5.2.0019
Data used in refinement
Resolution range high A) 1.23 0.95 1.22
Resolution range low A) 100.00 19.86 20.00
Completeness (%) 99.9 94.17 94.4
Number of reflections 88,731 162,574 77,113
Fit to data used in refinement
Cross-validation method Free R Throughout Throughout
R-factor (working + test set)’ 0.137 0.114 0.162
R-factor (working set)® 0.137 0.113 0.161
R;.» 0.167 0.125 0.186
Number of non-hydrogen atoms used in
refinement
Protein atoms 2,692 2,679 2,656
Heterogen atoms 17 8 5
Solvent atoms 454 756 645
RMS deviations from restraint target values
Bond lengths (A) 0.011 0.012 0.013
Bond angles (degrees) NR 1.498 1.467
Final model
PDB-ID 3FBW 3G9X 3FWH
Resolution (&) 1.23 0.95 1.22
Missing amino acid residues Met1 Met1 Met1
Ser2 His298 His298
His296 His299 His299
His297
His298
His299
Missing atoms His295-Cq - Ser2-0,
His295-C
His295-0
His295-Cg
His295-C,
His295-Ns1
His295-Cs:
His295-Ce:
His295-Ne»
Torsion angles outside the expected Pro29 - Pro42
Ramachandran regions” Pro42 Thr43
Thr43 Glu98
Glu98 Aspl06
Aspl06 Aspl53
Aspl56 Aspl56
Val245 Val245
Leu271 Leu271
His294
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Parameters

DhaA variant

04

14

15

Cis-conformation of peptide bond

Number of discretely disordered amino acid

Asn41-Pro42
Glu214-Pro215
Thr242-Pro243
61

Asn41-Pro42
Glu214-Pro215
Thr242-Pro243
41

Asn41-Pro42
Glu214-Pro215
Thr242-Pro243
35

residues

Mean B-factor (AZ)s 11.57 8.76 13.46
Ligands Benzoic acid 2-Propanol 2-Propanol
Chloride anion (6 x) Acetate anion Acetate anion

Magnesium cation (2 x) Chloride anion Chloride anion

Solvent' Water (454 x) Water (651 x) Water (614 x)
#Sitting drop vapor diffusion — a methods for creating supersaturation and promoting a solubility minimum (McPherson, 2004).
"Protein crystal — a solid composed of repeated structural motifs (protein molecules) in a three-dimensional lattice (Acharya &
Lloyd, 2005).
“Space group — symmetrical arrangement of molecules in the crystal lattice where one or more protein molecules are related to
others by mathematical transformations (Acharya & Lloyd, 2005); the space group symmetry dictates amount of data required
to solve the XC structure (Acharya & Lloyd, 2005).
dSynchrotron — an intense X-ray source used for high-resolution data collection (Acharya & Lloyd, 2005).
‘Wavelength — wavelength of the X-ray radiation; about atomic bond length (Acharya & Lloyd, 2005).
Reflection (diffraction spot) — a result of the scattering of X-rays by the electrons of atoms in the crystal lattice; a series of
reflections creates a diffraction pattern; rotation of the crystal through a defined angle (determined by its symmetry) is needed for
obtaining diffraction spots for all the ordered atoms in the molecule (Acharya & Lloyd, 2005); each reflection has three
properties — wavelength of the difracted beam, amplitude (obtained from measured intensities) and phase (Wlodawer et al.,
2008); the intensity of each individual reflection depends on the positions of all atoms in the unit cell, therefore it is not possible
to solve only a selected, small part of the crystal structure without modelling the rest of it (Wlodawer et al., 2008).
ENumber of unique reflections — minimum number of unique reflections per atom (including all hydrogen atoms and water
molecules) = 4 (Acharya & Lloyd, 2005).
"Resolution of diffraction data — minimum spacing of crystal lattice planes that still provides measurable diffraction of X-rays
which defines minimum distance between structural features that can be distinguished in the electron density maps; among four
customary categories distinguised today, low > 2.7 A, medium ~ 2.7 A, high ~ 1.5 A, and atomic < 1.2 A, (Wlodawer et al., 2008),
the resolution of the diffraction data for the DhaA variant is high/atomic.
‘Resolution range high — high resolution is needed for obtaining accurate atomic positions in XC structure (Acharya & Lloyd,
2005).
Resolution range low — no data cut-off is applied when refining a protein structure; all observed reflections at low resolution are
used otherwise B-factors would become underestimated (Acharya & Lloyd, 2005).
*Completeness — the number of observed reflections divided by theoretical maximum; completeness approaches 100% in good-
quality structures (Acharya & Lloyd, 2005); if some reflections are not measured at all then data are not 100% complete; the
lack of completeness negatively influences the quality and interpretability of the electron density maps computed from such data
because each value of the electron density map can be correctly calculated only with the contribution of all reflections (Wlodawer
et al., 2008).
'Data redundancy — the average number of times each unique reflection is recorded (Acharya & Lloyd, 2005); the higher the
redundancy the more accurate the final estimation of the averaged reflection intensity which is important for good-quality model
(Wlodawer et al., 2008).
"Rumerge — diffraction data reliability factor for judging spread of individual intensities of all symmetry-equivalent reflections,
contributing to the same unique reflection; important because every reflection is measured with a certain degree of error
(Wlodawer et al., 2008); a good set of diffraction data is characterised by Rueyg. < 4-5%; at the highest resolution shell, R, can
be allowed to reach values up to 30-40% for low symmetry crystals and up to 60% for high symmetry crystals, since in the latter
case the redundancy is usually higher (Wlodawer et al., 2008).
"Molecular replacement (MR) — a method for solving phase problem for structure determination by using a suitable existing
macromolecular model (Pusey et al., 2005; Chruszcz et al., 2008; Manjasetty et al., 2008).
°R-factor — global reliability factor for judging the agreement (discrepancy) between the observed reflection amplitudes, F,,, and
those calculated from the model, F..,. (Wlodawer et al., 2008); R-factor combines the error inherent in the experimental data and
the deviation of the model from reality; with increasingly better diffraction data (characterised by Ruee < 4% or less)
crystallographic R-factor is an effective measure of model errors; R-factor for well-refined protein structures is expected < 20%;
when R-factor approaches 30%, structure should be regarded with a high degree of reservation because at least some parts of the
model may be incorrect; the best refined macromolecular structures have R-factors < 10% (Wlodawer et al., 2008); inclusion of
low-resolution data is essential for reliability of R-factor (Acharya & Lloyd, 2005).
PR — reliability factor calculated analogously to R factor, but for only ~ 1000 randomly selected reflections which have never
entered into model refinement, although they might have influenced model definition; if the mathematical model of the structure
becomes unreasonably complex, i.e. when it includes parameters for which there is no justification in the experimental data, then
Ry will not improve even though the R factor may decrease, which is an indication of over-interpretation of the data; Ry.. should
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not exceed R factor by more than ~ 7% (Wlodawer et al., 2008).

9RMS for bond lengths — an indicator of how much the model departs from typical or common-sense-representing bond lengths
based on previous experience; good-quality medium/high resolution structures are expected RMS for bond length ~ 0.02 A
(Wlodawer et al., 2008).

"Expected regions of Ramachandran plot — three broad regions (E, aL, aR) of ¢ and y dihedral angles sterically allowed for the L-
amino acids in Ramachandran plot (Ramachandran et al., 1963; Acharya & Lloyd, 2005); mapping pairs of @ amd y dihedral
angles has strong validation power because their values are usually not restrained in the refinement, unlike bond lengths and
bond angles (Brown & Ramaswamy, 2007; Wlodawer et al., 2008).

*B-factor — thermal vibration factor, a measure of thermal mobility of any particular atom in the crystal structure model; there are
two types of B-factors — isotropic (equal in all directions) and anisotropic (not equal in all directions); anisotropic refinement is
possible only for atomic resolution structures (Acharya & Lloyd, 2005).

‘Solvent (ordered water molecules) — number increases with increasing resolution (Acharya & Lloyd, 2005); rough estimate of
the expected ratio of the number of water molecules per amino acid residue can be obtained by substracting resolution (in A) from
3 (Wlodawer et al., 2008).
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Fig 45 | Rapid quench flow experiment for determination of pre-steady state kinetics of dehalogenation of
TCP by DhaA variants. Each syringe is driven by an independent stepping motor. Solutions are loaded into
the instrument using four position valves. Reaction was initiated upon mixing DhaA wild-type or 31 mutant
with TCP in the mixer 1. The reaction mixture moved via delay loop into mixer 2 where the reaction was
stopped by quencher, and the aged solution was flushed through an exit line to a collect device. The quenched
sample was subsequently analysed for concentration of TCP substrate, and DCL and CL products. Redrawn
according to BioLogic (Claix, France).

3.2 Molecular Modelling
Preparation of protein structures. The XC structure of DhaA from Rhodococcus sp. (PDB-ID 1CQW) was

truncated by five amino acid residues at the C-terminus, renumbered according to dhaA gene (Supplementary file
genbank_AF060871) and modified with three amino acid residue substitutions, Vall72Ala, Ile209Leu, and
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Ala292Gly, using PYMOL 0.97 or 0.99 (DeLano, 2002) to reconstruct the structure of DhaA from Rhodococcus
rhodochrous NCIMB 13064 (wild-type DhaA) used in experiments. The wild-type structure of DhaA served as the
template for amino acid residue substitutions using PYMOL, yielding structures of mutant proteins 04, 14, 15, 21/,
27, 31, 51', and 52'. The most frequently occurring rotamer that had little or no steric overlap with the neighbouring
protein atoms was selected from backbone-dependent rotamer library (Dunbrack & Cohen, 1997) for each
substitution (Fig 46). The in silico mutants correspond to the mutants obtained by site-directed and saturation
mutagenesis by the identifiers, except for absence of Tyr273Phe in the in silico mutants marked with the prime
symbol.

(@) - \

L

74| 2™ choice |y

Fig 46 | In silico mutagenesis of DhaA using PYMOL mutagenesis wizard; procedure is
demonstrated on Cys176Tyr substitution. (a) wild-type Cysl76; (b) Cysl76Tyr rotamer I; (c¢)
Cysl76Tyr rotamer 2; (d) Cysl76Tyr rotamer 3. The backbone-dependent rotamers are ordered
according to their frequencies of occurrence in experimental protein structures stored in PDB, the
value is given at the top-right corner of each rotamer. The visible disks and their colours indicate
pairwise overlap of atomic van der Waals radii. Small green disks are shown when atoms are
almost in contact or slightly overlapping; large red disks indicate signficant van der Waals overlap;
everything else lies between those extremes. The rotamer 1 shows high preference in proteins over
the rotamer 2 and 3; rotamer 2 shows the least steric clashes. Thus, both rotamer 2 and 3 could be
used. The rotamer I was applied in the expectation that the steric overlaps will be removed in
subsequent MD simulations. The rotamer 2 was kept as second choice in case the structure with
the rotamer I will be unstable in MD simulations. The rotamer 3 was discarded because it shows
too large van der Waals overlaps with neighbouring atoms.

Preparation of ligand structures. The three-dimensional models of (R)-2,3-dichloropropane-1-0l (R-DCL), (S)-2,3-
dichloropropane-1-ol (S-DCL) and TCP (Fig 47) were built using PYMOL 0.97, and geometry optimised by the Austin
Model 1(AM1) method (Dewar et al., 1985) of MOPAC 2000 (Stewart, 1990) using the following keywords: SCFCRT
= 1D-12, EF, POINTS = 12, LET, and PRECISE. The optimised structures were refined by energy minimisation using
GAUSSIAN 94 (Frisch et al., 1994) employing the Hartree-Fock method (Leach, 1996; Jensen, 2006) and 6-31G*
basis set (Leach, 1996; Jensen, 2006) for compatibility with AMBER force field (Cornell et al., 1995; Cornell et
al., 1996). Partial atomic charges were fitted to reproduce the electrostatic potential calculated with GAUSSIAN
using the Restrained Electrostatic Potential fit, RESP (Bayly et al., 1993; Cornell et al., 1993), module of AMBER 8
(Case et al., 2004).
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Fig 47 | Structures of ligands. (a) TCP; (b) R-DCL. All atoms were
assigned to unique RESP partial charges (given in e, +1.60219 x 10
C). Atoms are coloured by type: carbon, green; oxygen, red; chlorine,
yellow; hydrogen, white.

Modelling of enzyme-substrate and enzyme-product complexes. The initial orientation of the TCP substrate in the
active site of wild-type DhaA and the initial orientation of the R- and S-DCL product in the active site of DhaA wild-
type complexed with CL were modelled using AUTODOCK 3.0.5 (Morris et al., 1998). Rotatable bonds were assigned
to DCL and TCP using the Autotors module of AUTODOCK. All crystallographic water molecules were removed, the
main tunnel iodide was removed, and the active-site iodide anion was replaced by a CL for docking of DCL, or
removed, for docking of TCP. Polar hydrogens were added to wild-type DhaA using WHATIF 5 (Vriend, 1990), and
partial charges and solvation parameters by the q.kollua and addsol scripts of AUTODOCK, respectively. The atomic
interaction maps for all atom types of DCL and TCP, using carbon, oxygen, chlorine, and hydrogen atoms as the
probes, as well as electrostatic potential map using a point charge of +1e, +1.60219 x 10™ C, as the probe, were pre-
calculated for the wild-type DhaA using Autogrid module of AUTODOCK. A grid box of 81 x 81 x 81 points in x, y, and
z dimensions was used with a grid spacing of 0.25 A. The grid was centred on the C, atom of His272 to ensure that the
entire active site, the open main tunnel, and the closed slot tunnel were encompassed by the box (Fig 48). The van
der Waals interactions and hydrogen bonds were modelled using the 12-6 (Eq 12 and Fig 49) and 12-10 Lennard-
Jones potential (Eq 13), respectively:

Vig.6(r) = 4ej (;)12 B (%>e]

Eq 12 | The Lennard-Jones 12-6 potential.

Vig10(r) = 4ej (g>12 B (E)w]

r r

Eq 13 | The Lennard-Jones 12-10 potential.
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where: r is the distance; ¢; is the well-depth for two atoms, i and j; and o = the collision diameter = the seperation of
the two atoms for which the energy is zero = roum/2"%, where rem; is the equilibrium distance between the two atomic
nuclei. The region of maximum affinity at € was widened using the smoothing parameter of 0.5. Electrostatic
interactions were modelled based on Coulomb's law (Eq 14) with no distance cutoff:

9:9;

Vij(rj) = %
TErEN;

Eq 14 | Coulomb's law.

where: g; and g; are the partial charges of the atoms i and j; & is the permitivity of free space; & is the relative
dielectric coefficient of the medium between the charges; r; is the distance seperating the centres of the atoms. A
sigmoidal distance-dependent dielectric function was used to model solvent screening (Mehler & Solmajer, 1991)
(Eq 15):

—
1+ ke 7B

Eq 15 | Dielectric function.

e(r)=A

where: r is the distance; A = -8.5525; B = &, — A; & = the dielectric constant of bulk water at 25°C = 78.4; A = 0.003627
and k£ = 7.7839 parameters (Morris et al.,, 1998). Using the pre-calculated maps, fifty independent docking
calculations were performed for R- and S-DCL, and TCP using the Autodock module of AUTODOCK, employing a
Lamarckian genetic algorithm (LGA) consisted of global search using genetic algorithm (GA) and local search using
pseudo-Solis&Wets algorithm, pSW (Fig 50), and using the same setting as in the case docking study by Morris et al.
(1998) and docking to haloalkane dehalogenase DhlA (Kmunicek et al., 2003) and LinB (Kmunicek et al., 2005).
The GA was used with an initial population of 50 random individuals; an ellitism value of 1, which was the number of
top individuals that automatically survived into the next generation; mutation rate of 0.02, which was the probability
that a gene would undergo a random change; and a cross-over rate of 0.8, which was the probability that two
individuals would undergo cross-over. The pSW was used with a maximum of 300 iterations per local search; the
probability of performing local search on an individual in the population was 0.06. The energetics of a particular
ligand configuration was found by tri-linear interpolation of affinity values of the eight grid points surrounding each
of the atoms in the substrate. The electrostatic interaction was evaluated similarly, by interpolating the values of the
electrostatic potential and multiplying by the charge on the atom. Docked energy was expressed as a sum of
intermolecular interaction energy between DhaA and DCL or TCP, and internal interaction energy of DCL or TCP. A
maximum of 1,500,000 energy evaluations were performed. The resulting 50 conformations were clustered with a
tolerance of 0.5 A. The lowest-energy representatives of the highest-populated clusters of R- and S-DCL, and TCP in
the wild-type DhaA were selected as starting conformations for subsequent MD simulations. The conformations of R-
and S-DCL obtained for the wild-type DhaA were applied to mutants for subsequent MD simulations.

Fig 48 | Search space in the wild-type
DhaA for docking of DCL and TCP
using AUTODOCK. Dimensions of the
searching grid box are highlighted in
blue. Atoms of the protein (lines and
mesh representation) that fall inside
the box are coloured in red. Catalytic
pentad of the active site is coloured in
green. Both the main tunnel and the
closed slot tunnel are encompassed by
the box.

Slot |
tunnel .
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Fig 49 | van der Waals potential energy

approximated by the 12-6 Lennard-Jones

potential. The van der Waals interaction (-)

between two atoms (balls) has two

contributions: repulsive (--) and attractive

(). The repulsive contribution is due to

exchange (often referred to as “overlap”)

forces and varies as 1/r'2. The attractive

contribution is due to dispersive forces and

varies as 1/r° (see Eq 12). The lowest value

of the 12-6 Lennard-Jones potential for the

/\ pair of interacting atoms is reached at the

P distance regm., which is the sum of the so-

called van der Waals radii of the two atoms.

At shorter distances, the two atoms overlap

and the 12-6 Lennard-Jones potential

increases. At longer distances, the

e interaction between the two atoms

_J decreases. In AUTODOCK, the smoothed

_/K 12-6 Lennard-Jones potential (=) is used to

widen the range of well depth, €, with the
lowest van der Waals potential.

Feqm

Fig 50 | Lamarckian genetic algorithm (LGA) search
stage in docking using AUTODOCK. The LGA is an
allusion to Jean Baptiste Lamarck’s (discredited)
assertion that phenotypic characteristics acquired
during an individual’s lifetime can become heritable
traits (Lamarck, 1809). The particular arrangement of
a ligand and a protein is defined by a set of values
(genes): x, y and z Cartesian coordinates for the ligand
translation; four variables defining a quaternion
(consisting of a random unit vector and a random
rotation angle between -180° and +180° and specifying
the ligand orientation; and one real-value for each
ligand torsion, in that order. The ligand's state

Docked . .
energy corresponds to the genotype, whereas its atomic
coordinates correspond to the phenotype. A generation

consists of five stages: mapping of the genotype into

phenotype, fitness evaluation (the sum of protein-ligand
intermolecular interaction energy and intramolecular

interaction energy of the ligand), proportional selection

Phenotype of individuals that will reproduce, two-point cross-over
space between genes, mutation by adding random real number

Local
search

Mutation
or

‘Inverse" . d ; to the genes, and elitist selection defining how many of
Mapping Mapping| - Cross-over | Mapping the top individuals automatically survive into the next
Genotype generation, in that order. Each generation is followed by

space local search for a proportion of the population. The local

Child Parent Child search is performed by continuously converting from the

genotype to the phenotype; sufficient iterations of the
local search arrive at a local minimum and the genotype of the parent is replaced by the resulting genotype, in accordance with
Lamarckian principles. Redrawn according to Morris et al. (1998).

Classical MD simulations of enzyme-substrate and enzyme-product complexes. Classical MD simulations were
performed for wild-type DhaA and mutant 31' complexed with TCP, and for all DhaA variants with R- and S-DCL and
with/without CL in AMBER 8 using the 1994 Cornell force field, ff94 (Fig 51 and Supplementary file parm94.dat;
Cornell et al., 1995; Cornell et al., 1996). Carbon, oxygen, oxygen-bound hydrogen and carbon-bound hydrogen
atoms were approximated by the CT, OH, HO and H1 atom types, respectively, of the ff94. Missing parameters for
bond lengths, bond angles and dihedral angles involving chlorine atoms (the CL atom type of the ff94) were obtained
from Kmunicek et al. (2001); CL (chloride anion) was approximated by the IM atom type (Smith & Dang, 1994) of
the ff94 and was assigned a charge of -le (Supplementary file parm94_kmunicek_etal 2001.dat). All
crystallographic water molecules not overlapping with the docked TCP and DCL, respectively, were added to the
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complexes. One additional water molecule was added with oxygen centred at the position of CL for MD simulations
without CL. Non-polar hydrogens were added to the protein using the Leap module of AMBER 8. Seventeen sodium
cations were added with Leap to ensure a neutral net charge of the system. Finally, the complexes were immersed in a
rectangular box of TIP3P (Jorgensen et al., 1983) water molecules with a minimum wall thickness of 10 A using
Leap and subjected to an equilibration protocol using the Sander module of AMBER 8 (Fig 53). The equilibrations
consisted of the following steps: (i) 300 steps of steepest descent energy minimisation of all non-crystallographic
atoms, i.e. all hydrogens on protein, water, and the ligand (DCL or TCP) atoms; (ii) 20 ps periodic boundary condition
MD (Fig 52) of water, sodium cations, and the ligand at constant temperature of 300 K using the weak coupling
algorithm (Berendsen et al., 1984) and constant pressure of 1 atm with isotropic position scaling, with the rest of
the system harmonically restrained with a 500 kcal mol™ A force constant; (iii) four consecutive steepest descent
energy minimisations of 300 steps each with a decreasing restraint on the protein backbone with a force constant of
500, 125, 5, and 0 kcal mol™ A2, respectively; (iv) unrestrained MD using the same parameters as those for the 20 ps
of MD but raising the temperature from 0 to 300 K during the initial 200 ps (Table 27). The trajectories were
propagated for 2.0 to 2.8 ns to ensure acquisition of well-equilibrated and stable systems. A time step of 2 fs was used
with application of SHAKE algorithm (Ryckaert et al., 1977) to bonds involving hydrogens and a particle mesh
Ewald treatment of Coulombic interactions. The cutoff distance for the nonbonded interactions was 10 A. MD
snapshots were gathered every 0.5 ps. The equilibration MD simulations of the enzyme-substrate complexes were
followed by 2 ns of production classical MD simulations at 300 K using the same parameters as for the equilibration
MD simulations; the equilibration MD simulations of the enzyme-product complexes were followed by production
RAMD simulations.
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Fig 51 | The 1994 Cornell force field. (a) Atoms are defined by atomic mass (m) placed at atomic centres (black point);
bonding atoms are further distinguished into atom types according to bonding partners. (b) Bonds between atoms are
defined by equilibrium length, ro, and by harmonic force constant, K, (in kcal mol* A?). (¢) Angles between bonded atoms
are defined by equilibrium angle, 6,, and by harmonic force constant, K, (in kcal mol™* rad?). (d) Dihedral angles are
defined by torsional barrier height, V,, periodicity of the torsional barrier, n, and by phase shift, Y. (e) Electrostatic
interactions between partial atomic charges, ¢; and g;, are treated according to Coulomb's law; the point partial atomic
charges are placed at atomic centres; the charges are fitted to the atoms using the RESP method (Bayly et al., 1993;
Cornell et al., 1993; Cieplak et al., 1995) to reproduce the electrostatic potential calculated using the Hartree-Fock
method with 6-31G* basis set for molecular fragments, dipeptides. (f) van der Waals interactions are described by the 12-6
Lennard-Jones potential defined by atomic van der Waals radii, r.4,, and potential well depth, € (see Fig 49). (g) The core
of the 1994 force field is then an aditive potential energy function that sums all the energy contributions b +c +d + e +f,
and thus describes the relationship between molecular structural model and energy; r, 6 and @ is the actual bond length,
bond angle and dihedral angle, respectively; D = 41&,€5; Ay = &van’s Cyj = &va’-

Fig 52 | Periodic boundary condition (PBC). PBC was
O O O O applied in the MD simulations to model virtually infinite
bulk solvent. The consequence of using PBC was that when

O O any part of the system, e.g. a water molecule (red ball) in
bulk solvent (dark grey balls) escapes from the box at one

.__>. side, then it enters the box (its exact image) on the other side
with same velocity. Thickness of the box wall (BW) was set to

O O 10 A in order that it is sufficiently larger than reach of non-
O bonded interactions (light orange), to avoid artificial

O O O interactions of amino acid residues located at opposite sides

of the DhaA protein molecule (dark orange) in neighbouring
images.

OOBW
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Fig 53 | Overview of a classical MD simulation of enzyme-substrate and enzyme-product complexes of the reaction cycle
of DhaA with TCP using Sander module of AMBER. A docked complex with XC water molecules was neutralised to avoid
summing to an infinite charge when applying PBC in the subsequent MD simulation, and immersed in a box of TIP3P
water molecules; atom types, partial atomic charges, bonds, angles and dihedrals were assigned according to the ff94. MD
parameters describing the MD calculation itself (Table 27) were supplied allowing potential energy function (PEF) to
determine starting energy of the system. Initial velocity (size and direction) was assigned to each atom and the system
was allowed to develop for DT time by solving the differential equations embodied in Newton's second law of motion,
i.e. F; = m; X a;. Forces were evaluated and energy of the developed system was calculated. New velocities were assigned
according to the forces and the system was allowed to propagate for another DT time. The simulation was halted when
NSTLIM time step (from 1,000,000 to 1,900,000) was reached. The result was a trajectory (magenta) that specified how
the positions and velocities of the particles in the system varied with time. DhaA is shown in cartoon model and coloured
by domain: the main domain, grey; the cap domain, blue. In this example, TCP is shown and coloured by atom type:
carbon, green; chlorine, yellow; hydrogen, white. Sodium cations and oxygen atoms of water molecules are shown as cyan
and red spheres of 30% of their actual size, respectively. The structure with the box of water molecules is zoomed out by 10
A with respect to the both left side images; the edges of the box are outlined.

Table 27 | Parameters for MD simulations of enzyme-substrate and enzyme-product complexes of the reaction cycle of DhaA with
TCP using Sander module of AMBER. (pp. 108-110)
Parameter® Description
Section I: MD parameters
General flags describing
the calculation

IMIN = 0* MD simulation will be performed.
NMROPT =1 Weight changes will be read (see Section II).
Nature and format of input
NTX = 1* Initial coordinates and box size is read formatted with no initial velocity information.
IREST = 0*
Nature and format of output
NTXO = 1* The final coordinates, velocities and box size is written to restart file in formatted form.
NTPR = 250 The most recent energy and temperature information will be printed to mdout and
mdinfo files every 250 MD steps.
NTWR = 500* The restart file is written every 500 MD steps.
IWRAP = 0% The coordinates are written to the restart and trajectory files without “wrapping” into a
primary box.”
NTWPRT = 0* The coordinates of all atoms will be written to coordinate file every 250 ps.
NTWX = 250

108



3 Methods

Parameter® Description
NTWV = 0* The velocities will not be written to velocity file.
NTWE = 0* The energies and temperatures will not be written to energy file.
Potential function
NTF = 1* Complete interaction (force evaluation) is calculated.
NTB =2 Constant pressure periodic boundary condition is applied.
DIELC = 1.0* Dielectric multiplicative constant for the electrostatic interactions.
CUT =10 Cutoff of 10 A for the nonbonded interactions is used.
SCNB = 2.0* 1-4 van der Waals interactions are divided by 2.0.
SCEE = 1.2* 1-4 electrostatic interactions are divided by 1.2.
NSNB = 10 The non-bonded list is updated every 10 MD steps.
IPOL = 0* Polarisabilities are not included in the force field.
Generalised Born
IGB = 0* No generalised Born term is used.
Frozen or restrained atoms
IBELLY = 0* No atoms are frozen.
NTR = 0* No position restraints are applied.

Molecular dynamics
NSTLIM = 1000000
NSCM = 0*

T =0.0*

DT = 0.002
Temperature regulation

NTT =1

TEMPO = 300*
TEMPI = 0*
IG = 555333

TAUTP = 1*
VLIMIT = 20*
Pressure regulation
NTP=1
PRESO = 1*
COMP =44.6
TAUP = 1*
SHAKE bond length constraints
NTC =2
TOL = 0.00001
Particle Mesh Ewald (PME) method®
ORDER = 4*
VERBOSE = 0*
EW_TYPE = 0*
DSUM_TOL = 10°
EW_COEFF = 0.27511*

NBFLAG = 1*
SKINNB = 2*
NETFRC = 1*
USE_PME = 1*

VDWMETH = 1*
EEDMETH = 1*

Section II: Weight change
information
TYPE = TEMPO
ISTEP1 = 0*
ISTEP2 = 100,000
VALUE1 =0
VALUE2 = 300

1,000,000 MD steps will be performed.®

Translational and rotational centre-of-mass motion removal at regular intervals is not
applied.

The time (ps) at the start of MD simulation.

The MD time step of 0.002 ps is used.

Constant temperature scaling is performed using the weak-coupling algorithm, ensuring
that the total kinetic energy is appropriate for the desired temperature.

The system is to be kept at reference temperature of 300 K.

Initial temperature of 0 K is used.

The seed of 555,333 is used for random number generator for determination of the initial
velocities.

Heat bath coupling for the system is performed using time constant of 1 ps.

Any component of the velocity that is greater than 20 will be reduced to 20.

Constant pressure MD with isotropic positon scaling is performed.
The system is maintained at reference pressure of 1 bar.
Compressibility of 44.6 x 10 bar is used.

Pressure relaxation time of 1 ps is used.

Bonds involving hydrogen are cosntrained.
Relative geometrical tolerance of 0.00001 A is used for coordinate resetting in SHAKE.

A cubic spline approximation is used.

Minimum output size of information about the PME run.

PME method is turned on.

Cutoff value of the direct sum at CUT is less than 10°.

Ewald coefficient is 0.27511 A; this is determined by DSUM_TOL and CUT.

NSNB is ingored, and the list is updated whenever any atom has moved more than half
of SKINNB since the last list update.

Width of the nonbonded “skin” is 2 A; the direct sum nonbonded list is extended to CUT
+ SKINNB, and the van der Waals and direct electrostatic interactions are truncated at
CUT.

The total force on the system is artificially removed at every step

Reciprocal part of the sum will be computed.

Continuum model is used for correction for energy and pressure for van der Waals
interactions beyond those included in the direct sum.

A cubic spline is used for evalutation of the switching function for the direct sum
Coulombic interaction.

Reference temperature will be varied.
The weight will be applied over MD steps 0 through 100,000.

Temperature will change from 0 to 300 K from ISTEP1 to ISTEP2.
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*Default values are marked with asterisk.

"Wrapping performed using PTRAJ as a trajectory post-processing program.
‘Some MD simulations were extended up to 1,900,000 MD steps.

4Method for calculation of electrostatic interactions.

RAMD simulations. RAMD simulation (Liidemann et al., 2000a) is an enhanced sampling MD technique that
makes the egress of a ligand from a buried enzyme active site observable in computationally accessible simulation
times (Liidemann et al., 2000a; Winn et al., 2002; Wade et al., 2004; Schleinkofer et al., 2005; Wang & Duan,
2007). RAMD simulation resembles classical MD simulation except that an additional force (ACCELERATION) is
applied to the centre of mass of the ligand in a randomly chosen direction. After a user-defined number of time steps
(REXPUPDATE), the distance traveled by the ligand is compared to a threshold parameter (THRESHOLD). If the
ligand does not reach the threshold distance, a new, randomly chosen direction is given to the force on its centre of
mass; otherwise, the force direction is maintained. The process is iterated until the ligand has been released into the
bulk solvent or a specified maximum simulation time is reached (Fig 54). RAMD simulations were carried out using
Sander module of AMBER 8 with RAMD patch (Supplementary files ramd.patch and ramd.in;
http:/projects.villa-bosch.de/mem/software/amber). RAMD simulations were performed on DCL in the CL-free
complexes for wild-type DhaA and its mutants, at 300 K, and using the same MD parameters as in the preceeding
classical MD simulations. First, the proper setting of the RAMD parameters (random acceleration, number of time
steps and threshold distance) was tested on the wild-type DhaA complexed with R- and S-DCL, respectively. A
random acceleration of 0.25, 0.20, 0.15, 0.1, 0.09, 0.08, 0.07, 0.06, 0.05, 0.04, 0.03, 0.02, and 0.01 kcal A2 g! applied to
the centre of mass of DCL; a number of time steps of 10, 20, 40, and 80; and a threshold distance of 0.001, 0.002,
0.004, and 0.008 A were tested. RAMD simulations were performed with various combinations of the values of the
three parameters. Three different snapshots of the MD simulations from a well-equilibrated region were used as
starting structures for RAMD simulations, resulting in six RAMD trajectories for each combination of the parameters
considering R- and S-DCL together. The maximum duration of RAMD simulations was set to 1 ns. If DCL left the
protein for the bulk water and the distance between centre of mass of Asp106 and DCL exceeded 30 A, the simulations
were halted. RAMD simulations were selected for detailed analysis when the parameters used resulted in the release
of R- or S-DCL within 1 ns in at least 4 out of 6 simulations and lasted for at least 20 ps. The final settings were 0.04
and 0.05 kcal A~ g! for the random acceleration, 10 for the number of time steps, and 0.002 and 0.004 A for the
threshold distance (Table 28), resulting in a total of 24 RAMD simulations of the wild-type DhaA. The parameters
derived from RAMD simulations of the wild-type DhaA were adopted for the mutants. RAMD simulations of the
mutants were also performed on R- and S-DCL, but only the final MD snapshot was used. Altogether, 62 RAMD
trajectories of DhaA mutants were recorded No difference in the preferential release through diferent pathways or in
the mechanism of the release was obvious for the R- and S- enantiomers of DCL. Therefore, R-DCL and S-DCL were
further considered to provide variability in the MD trajectories only. RAMD simulations were also performed on DCL
for the wild-type DhaA in the presence of CL but were not extended to the mutants for highly reduced number of
observed DCL release events.

Table 28 | RAMD-specific parameters for RAMD simulations of enzyme-substrate and enzyme-product complexes of the
reaction cycle of DhaA with TCP using Sander module of AMBER with RAMD patch.

Paramter Value(s) Description
REXPMODE 1 RAMD method will be employed on the DCL specified by LSTART and LSTOP.
REXPUPDATE 10 Random acceleration will be updated every 10 MD time steps.

ACCELERATION 0.04 or 0.05 Magnitude of ligand acceleration will be 0.04 or 0.05 kcal g* A™.
THRESHOLD 0.002 or 0.004 Distance that DCL has to travel during REXPUPDATE to maintain direction of the vector; if
the distance is not traveled then new direction vector is generated.

MAXTRAVEL 30 RAMD simulations will be halted if the distance between centre of mass of DhaA variant and
DCLis > 30 A.

IREXPSEED 14253 Seed for random direction vector generator is 14,253.

RSTART 1 Atom identifier of the first DhaA atom is 1.

RSTOP 4596 to 4631 Atom identifier of the last DhaA atom; depending on DhaA variant.

LSTART 4597 to 4632 Atom identifier of the first DCL atom; depending on DhaA variant.

LSTOP 4608 to 4643 Atom identifier of the last DCL atom; depending on DhaA variant.
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Fig 54 | Principle of RAMD simulation. The principle is demonstrated on a hypothetical release of a ligand (green) from a
buried cavity in a protein (grey) in a five-REXPUDATE-step RAMD simulation. Starting protein-ligand complex was obtained
from classical MD simulation (Step I); centre of mass of protein and ligand are indicated by black cross and black point,
respectively. The RAMD procedure is composed of alternating simulation (even numbers) and decision steps (odd numbers).
ACCELERATION (arrow) is applied to the centre of mass of the ligand in a random direction for a user-defined REXPUPDATE
number of MD time-steps (Steps 2, 4, 6, 8 and 10). After the REXPUPDATE is reached, the distance traveled by the ligand
during the last REXPUPDATE (starting and ending positions are indicated by red and black point, respectively) is compared to
THRESHOLD (Steps 3, 5, 7, 9); if the distance traveled by the ligand during the last REXPUPDATE is shorter than
THRESHOLD, a new random direction for ACCELERATION is chosen (Steps 4 and 8); if the distance traveled by the ligand
during the last REXPUPDATE is > THRESHOLD, the direction for ACCELERATION is maintained for next REXPUPDATE
period (Steps 6 and 10). At every MD time-step of each REXPUPDATE, the ligand position is compared to the centre of mass of
the protein (Steps 2-3, 4-5, 6-7, 8-9, 10-11); if the distance traveled by the ligand is > MAXTRAVEL, the simulation is halted
(Step 11). See Table 28 for details about the RAMD parameters. In practice, depending on a system and classical MD and
RAMD parameters, the total number of REXPUPDATE steps is in the order of 10° and higher.

General analysis of MD simulations. The stability of the MD trajectories was assessed by all-atom RMSD and
radius of gyration using the Ptraj and Carnal modules of AMBER. Stable parts of the MD simulations were decided
visually by plotting RMSD versus time. The stability of the secondary elements was calculated in PYMOL for each
snapshot of a trajectory using the DSSP method based on detection of hydrogen bonds by electrostatic criterion
(Kabsch & Sander, 1983). B-factors (Supplementary file bfac.zip) and geometrical parameters (distances, bond
angles, and dihedral angles) were measured using Ptraj. Hydrogen bonds were identified using < 2.76 A and > 120°
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for the distance and angle thresholds, respectively.

Analysis of enzyme-substrate interactions in classical MD and RAMD simulations. The presence of near attack
configurations for TCP in the wild-type DhaA and the mutant 31' along the production classical MD trajectories was
evaluated every 0.5 ps using the two-parameter geometric conditions proposed previously for DhlA-1,2-dichloroethane
complex by Hur et al. (2003): (i) the distance between the nucleophilic oxygen and the attacked carbon atom < 3.41 A
and (ii) the angle formed by the nucleophilic oxygen, the attacked carbon and the leaving chlorine > 157°.

Analysis of product release pathways in classical MD and RAMD simulations. Release of DCL and CL was
monitored in both classical MD and RAMD simulations (Fig 55). Distances between the centre of mass of the two
hydrogen atoms, H,; of Trpl07 and Hj,, of Asn41, and CL and between the centre of mass of Asp106 and DCL were
measured with Ptraj to identify regions oflong residence time for CL or DCL during release from the active site to the
bulk water in classical MD and RAMD simulations (Fig 56 and Supplementary files cpr.zip and fpr.zip).
Residues within 7 A of the centre of mass of DCL along the trajectories were assumed to constitute the release
pathways. Seven angstroms ensured that all first shell residues were included. Water molecules that resided in the
protein interior or entered the protein during classical MD and RAMD simulations were identified as those located at
a distance < 8 A from any atom of Asp106 in at least one snapshot using Carnal. The selected pathway residues and
the internal water molecules aided analysis of important events using VMD 1.8.5 (Humphrey et al., 1996) and
PYMOL where especially behaviour of the pathway residues and the internal water molecules were monitored.
Release pathways for CL and DCL were visualised by PYMOL as a surface representation of CL or all positions of a
central carbon of DCL (Supplementary files path.zip and bcp.zip). The surface representations of all release
pathways for CL and DCL from all classical and RAMD simulations were superimposed onto the crystal structures of
DhaA from Rhodococcus sp. (PDB-IDs 1CQW and 1BN6) and clustered by visual inspection according to overlap
between the surface representations of the pathways and the contribution of the same secondary structure elements.
Clusters were annotated by a number, and branching clusters were further distinguished by a letter. For each DhaA
variant and each unique DCL release pathway, all snapshots were extracted from the selected RAMD trajectories and
adjusted by 150 steps of steepest descent energy minimisation with the implicit generalised Born solvation model IT
(Onufriev et al., 2004) using Sander. The van der Waals and electrostatic interaction energies between DCL and
every protein residue were calculated for each of the energy-minimised structures using the Anal module of AMBER.

C)

—>» —>»
(b)

_>
Fig 55 | Visualisation of DCL and CL release pathways observed in MD simulations. (a) DCL release
pathway (green) in DhaA (grey) visualised as a surface representation of all positions of central carbon atom

(green balls) of a single DCL molecule along MD trajectory; (b) CL release pathway in DhaA visualised as a
surface representation of all positions of a single chloride anion (yellow balls) along MD trajectory.
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Fig 56 | Identification of amino acid residues belonging to the DCL release pathway. Amino acid residues (violet balls) in DhaA
(grey) that surrounded the leaving DCL (green) were identified by the 7 A threshold distance criterium (dashed circle) in all MD
snapshots, and coloured in a red-green-blue colour scale according to frequency of occurence.

Analysis of water pathways in classical MD simulations. Water pathways were identified in classical MD
simulations by superimposing all positions of oxygen atoms of all internal water molecules onto the crystal structures
of DhaA in PYMOL (Fig 57). Opening and closing of tunnels connecting the active site to the bulk solvent and their
inducibility by CL, DCL, and water were visualised by PYMOL as a slice through the solvent-accessible surface
representation (with a probe radius of 1.4 A) of the protein with 5- and 1-ps windows for classical MD and RAMD
simulations, respectively. Tunnels were classified as closed or open according to whether the solvent-accessible
surface showed the active site isolated from (closed) or connected to (open) the bulk solvent.

®&G

Fig 57 | Visualisation of water exchange pathways observed in classical MD simulations. Water exchange
pathways (cyan) in DhaA (grey) were visualised as a surface representation of all positions of water oxygen
atoms (coloured balls) along MD trajectory. In contrast to DCL and CL release pathways (see Fig 55), the
water exchange pathways are result of multi-molecular surface representation.

Analysis of XC structures of the DhaA mutants. XC structures of the mutant proteins 04, 14 and 15 were explored
for open tunnels using PYMOL. The structures were visualised as a slice through the solvent-accessible surface
representation (with a probe radius of 1.4 A) and superimposed onto the 1ICQW and 1BN6 XC structures of DhaA
from Rhodococcus sp. with superimposed CL and DCL release pathways. Open tunnels in the XC structures of the
DhaA mutants were then identified and annotated.
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3.3 Software engineering

Development of CAVER 2.0 algorithm and CAVER Viewer application. Development of algorithms and their
implementation is far beyond the scope of my contribution and far beyond my understanding, and is described by the
software engineers elsewhere (Kozlikova et al., 2007; Medek et al., 2007).

Testing temporary versions of CAVER 2.0 algorithm. Temporary versions of CAVER 2.0 algorithm were tested as
a PYMOL plugin with XC structures of DhaA from Rhodococcus sp. (PDB-IDs 1CQW and 1BN6) and with selected
snapshots of MD simulations of the wid-type DhaA and its mutants (see 3.2). Calculated tunnels were compared with
visually identified open tunnels. Reliability of the calculated tunnels and proper functionality of the PYMOL plugin
was assessed and reported to the algorithm developers.

Development and testing of the graphical user interface (GUI) of CAVER Viewer. The GUI of CAVER Viewer
application was designed and temporary versions of the application were tested for basic functionality. Observed
functionality problems and suggestions for improving userfriendliness were reported to the application developers.
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There are two players, A and B, in the “Why?” game: A
asks a question “Why?”, and B answers the question. The
game is started by an arbitrary sentence spoken by B. A
asks “Why?”, and B answers. And this goes on and on
until B cannot find answer different from the previous
one; and this happens when the last answer is about The
Big Bang.

4.1 In silico design of DhaA mutants for improved conversion of 1,2,3-

trichloropropane

Klvana M, Pavlova M, Prokop Z, Chaloupkova R, Banas P, Otyepka M, Wade RC, Nagata Y & Damborsky J (2009). Redesigning
dehalogenase access tunnels as a strategy for degrading an anthropogenic substrate. Nat. Chem. Biol. 5: 727-733.

Focus of the mutagenesis effort. Bosma et al. (2002) isolated DhaA mutants 04 (Cysl176Tyr) and M2
(M1+Tyr273Phe) that showed 2.8-fold and 7.8-fold increase in catalytic performance for conversion of 1,2,3-
trichloropropane (TCP) to 2,3-dichloropropane-1-0l (DCL) and chloride anion (CL). Bosma et al. (2002) then proposed
that the common substitution at the position 176 in the main tunnel contributes to the improvement by reducing the
size of the active site cavity and thus enhancing efficiency of TCP substrate binding. In line with the proposed effect
of Cys176Tyr, Bosma et al. (2003) proposed the Sy2 reaction to be the rate-limiting step in the conversion of TCP by
wild-type DhaA based on absence of 2H,O kinetic isotope effect. Ban4s et al. (2006) noted decreased size of the main
tunnel by Cys176Tyr and presumed that the substitution causes shift in the rate-limiting step from the Sx2 step to
DCL release due to re-direction of DCL release from the main tunnel to the slot tunnel and suggested to perform
substitutive mutagenesis in the slot tunnel for further improvement of the catalytic performance of DhaA with TCP.

Identification of hot spots. Classical molecular dynamics (MD) simulations were performed for wild-type DhaA
and the 04 mutant complexed with CL and docked DCL, or docked DCL only (Fig 58) to investigate whether DCL can
escape the active site cavity through the slot tunnel (Tables 29 and 30). The DCL release was, however too time-
demanding to be observable within nanosecond time-scale of the classical MD simulations. Therefore, enhanced
sampling random acceleration MD (RAMD) simulations were employed to facilitate the release of DCL (Table 31).
RAMD simulations showed (i) higher frequency of occurrence of DCL release via the main tunnel in the wild-type
DhaA than in the 04 mutant (Table 32) and (ii) possibility of the slot tunnel to serve as an auxiliary DCL release
pathway in both the wild-type DhaA and the 04 mutant, with relative higher importance in the latter due to affected
main tunnel. Both these observations were thus far in accordance with the previously proposed DCL re-direction
hypothesis. Considering the re-direction hypothesis as the possibility, Cys176 identified by Bosma and co-workers as a
hot spot in the previous study (Bosma et al., 2002) and, among the slot tunnel amino acid resdues identified here by
the RAMD simulations (Fig 59), four amino acid residues that showed close contacts to DCL via side-chains (Trp141,
Leul35, Val245 and Leu246) were selected for mutagenesis (Fig 60).

Design of substitutions in the hot spots. To assess the mutability of the hot spots identified by the RAMD
simulations, variability of the corresponding amino acid residues among haloalkane dehalogenases belonging to sub-
family IT was read from the multiple sequence alignment reported by Chovancova et al. (2007; Table 33). Of the two
possible substitutes for Trp141, Ser and Phe, the latter was selected to be introduced by site-directed mutagenesis as
it was supposed to yield stable folded mutant more likely than the former. The remaining three hot spots, Leul35,
Val245 and Leu246 were proposed for randomisation using saturation mutagenesis for the following reasons: (i) 90
possible combinations were identified among members of haloalkane dehalogenase subfamily II of which no one could
be discarded a priori; (ii) the three amino acid residues were located close in space where substitution at one site may
require compensatory substitution at another of the two remaining sites; and (iii) our understanding of structure-
dynamics-function relationships for these sites was limited. Trp141Phe was proposed to be introduced into the M2
mutant, yielding mutant M3. Both the M2 and M3 mutants served as the templates for the saturation mutagenesis,
leading to libraries A (2,568 clones) and B (2,705 clones), respectively.
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4.2 Analysis and interpretation of the effects of the mutations on the enhanced

conversion of TCP by DhaA mutants

Klvana M, Pavlova M, Prokop Z, Chaloupkova R, Banas P, Otyepka M, Wade RC, Nagata Y & Damborsky J (2009). Redesigning
dehalogenase access tunnels as a strategy for degrading an anthropogenic substrate. Nat. Chem. Biol. 5: 727-733.

Klvana M, Pavlovd M, Koudeldkova T, Chaloupkova R, Dvordk P, Prokop Z, Stsiapanava A, Kuty M, Kutd-Smatanova I,
Dohnaélek J, Kulhanek P, Wade RC & Damborsky J (2009). Pathways and mechanisms for product release in the engineered

haloalkane dehalogenases explored using classical and random acceleration molecular dynamics simulations. JJ. Mol. Biol. 392:
1339-1356.

DhaA mutants with enhanced activity with TCP. Most DhaA mutants in the saturation mutagenesis libraries
(96%) showed little or no activity with TCP, but a small proportion appeared to have higher activity than wild-type
DhaA. Sequencing of dhaA mutant genes of the 51 clones exhibiting up to 39-fold improvement in the activity with
TCP relative to the wild-type cultures revealed 25 unique DhaA protein variants with 20 different combinations of
mutations at the three randomised positions (Table 34). The three most active variants from library A (mutants 27,
31 and 33) and library B (mutants 17, 19 and 21) were purified and subjected to determination of secondary structure
fingerprint using far-UV CD spectroscopy to assess impact of the mutations on the relative abundance of amino acid
residues in a-helices and B-sheet. The far-UV CD spectra of the selected variants were nearly identical to that of the
wild-type DhaA (Fig 61a). Although some minor effect of mutations on the packing of amino acid residues in a-helical
conformation could be discerned, the far-UV CD spectra suggested that the mutations did not significantly alter the
native folded state. Specific activities measured for the selected purified DhaA variants revealed three superior
mutants, 27 and 31 from library A and 21 from libraby B, all common in Val245Phe substitution (Fig 62). Steady-
state kinetic experiments then showed that the enhanced activity of the three mutants with TCP was due to increased
k. (up to 32-fold in the mutant 31), whereas K., showed slight increase within experimental error (Table 35). The
catalytic efficiency of the mutants 21, 27 and 31, quantified by %../K., was 12-, 23- and 26-fold higher, respectively,
compared to the wild-type DhaA. At milimolar concentrations of DCL product of TCP conversion, the three mutants
were inhibited with K; ranging from 2.08 to 4.42 mM, similarly to the wild-type DhaA, K; = 2.50 mM (Fig 63). The
effect of mutations on substrate specificity was assessed for the mutant 31 by comparing specific activities for the set
of 31 substrates to the specificity profile of the wild-type DhaA (Fig 64). The mutant 31 showed an increase in
specific activity towards all tested 1,2-dihaloethanes, 1,2-dihalopropanes and 1,2,3-trihalopropanes, and reduced
activity towards longer-chain (> C3) 1-haloalkanes and a,w-dihaloalkanes.

Discriminating between possible sources of improvement of the conversion of TCP by DhaA mutants. RAMD
simulations of DCL release were conducted with the Tyr273Phe-free variants of the mutants 21, 27 and 31, denoted
21', 27" and 31', respectively (Tables 29, 30 and 31), prepared by in silico mutagenesis from the 04 mutant (approved
by far-UV CD spectra), to gain better understanding on the effect of the introduced mutations on accessibility of the
main tunnel and the slot tunnel and on the possible connection of the DCL release to enhanced activity of the
mutants with TCP. Tyr273Phe was not included for the following reasons: (i) to allow direct comparison with the 04
mutant, and (ii) not to include mutations that will have presumably no sizeable effect on physical steps of the reaction
cycle modelled by MD simulations. DCL release through the main tunnel was observed in the RAMD simulations of
all the variants but with decreasing frequency from the mutant 21' through the mutant 27' to the mutant 31' (Table
32), i.e. in the direction of increasing activity (Table 35). The release of DCL through the slot tunnel could occur in
the mutants 21' and 27', although DCL preferentially exited via branches from the slot tunnel in these mutants:
pathway 2c¢ (p2¢) in mutant 21' as a result of the Trp141Phe substitution, and pathway 2b (p2b) in mutant 27" due to
the Ile135Val substitution (Table 32 and Fig 65). In the mutant 31', however, the release of DCL through the slot
tunnel orits branches appeared to be completely prevented by the Ile135Phe substitution (Fig 66). Hence, presence of
three bulky substitutions, Ile135Phe, Cys176Tyr and Val245Phe together with preserved wild-type Trpl41 were
responsible for the mutant 31' being the least amenable to DCL release among the mutants (Table 32). RAMD
simulations thus indicated that DCL release could hardly be improved in the mutants. Therefore, DCL re-direction
hypothesis was abandoned, and our attention ultimately focused to the substrate binding/Sy2 steps as the only
remaining possible source of improvement.

Proposal on the mechanism of improvement of TCP binding or Sy2 step in the mutant 31'. The hampered DCL
release in the mutants with increase in activity must be essentially supercompensated by improvement in the TCP
binding or Sy2 step of the wild-type. Classical MD simulations showed, that bulky aromatic substitions in the main
tunnel and the slot tunnel not only hindered DCL release but they also restricted exchange of water molecules
between the bulk solvent and the buried active site, especially in the absence of chloride anion in the active site (Fig
67). While water molecule is an essential co-substrate and some water molecules are required for product release,
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they may unfavourably affect substrate binding or Sy2 step. The dynamics of water molecules were therefore
monitored together with the stability of the substrate TCP in “reactive” near-attack configurations (NAC) in classical
MD simulation of the wild-type DhaA and the mutant with most occluded actiw site, 31'. Two bindings modes of TCP,
identified by molecular docking, and corresponding to the binding modes 2 (yielding S-DCL) and 3 (yielding R-DCL)
reported previously (Banas et al., 2006), were applied. The MD simulations with the substrate revealed that the
active site of the wild-type DhaA was easily accessible to water molecules from bulk solvent and that increasing
numbers of water molecules in the active site competed with TCP for interaction with the nucleophile, Asp106 (Fig
68). The competition led to reduced formation of the NAC since the water molecules sterically hindered access of TCP
to the nucleophile. Contrary, the bulky aromatic substitutions in the access tunnels of the 31' mutant shielded the
active site from the bulk solvent effeciently within the two-nanosecond MD simulation, and the complex occurred in
NAC 6.7-times more frequently than in the wild-type DhaA (Fig 68).

Determination of the rate-limiting step in the mutant 31. Whether the improved Sy2 step of the mutant 31
overweighed other steps of the reaction cycle was determined by *H,O kinetic isotope effect and transient kinetic
experiments. Increasing the fraction of ?H,0 in the reaction mixture resulted in increased activity of the 31 mutant
with TCP, indicating a shift of the rate-limiting step in the conversion of TCP in the 31 mutant, since no effect of 2H,O
has been detected in the wild-type DhaA (Bosma et al., 2003). The increase of the catalytic rate in the presence of
*H,0 further suggested that the step determining the rate of TCP conversion by the 31 mutant is neither hydrolysis
nor slow conformational change (Bosma et al., 2003), leaving product, DCL or chloride anion, release as the possible
rate-limiting steps (Fig 69). Transient kinetic experiments conducted with the wild-type DhaA and the 31 mutant
confirmed the shift in the rate-limiting step in the 31 mutant (Fig 69). No sign of burst was observed for either CL or
DCL formation after rapid mixing of the wild-type DhaA with excess TCP (Fig 69a). Instead, linear formation of both
products was observed with a rate constant of 0.07 £ 0.01 s™, which corresponded well with the steady state turnover
number of 0.04 + 0.01 s™'. The absence of burst for both CL and DCL formation suggested that the slowest step of TCP
conversion lies at the beginning of the reaction cycle, before or in the step forming the CL product. In contrast, upon
rapid mixing of the 31 mutant with excess TCP, a clear pre-steady state burst was identified for both CL and DCL,
with observed rates of 5.8 £ 2.3 and 5.2 + 1.5 s, respectively (Fig 69b). The burst was followed by a linear steady-
state phase, with rate constants of 1.42 = 0.31 and 1.86 + 0.18 s~ for CL and DCL, respectively, which corresponded
well with the k.., value observed in steady-state kinetics (1.26 + 0.07 s7%). These findings suggested that none of the
chemical steps is limiting for the 31 mutant; instead, the rate-limiting step for the reaction with TCP catalysed by this
mutant is the release of a product, CL or DCL (Fig 69c).

Exploring the trade-off between shielding and accessibility of the active site. Based on the mutant 31, four
additional mutants, denoted as mutant 14 (Ile135Phe), mutant 15 (Cys176Tyr+Ile135Phe), mutant 51 (31+Alal72Phe)
and mutant 52 (51+Alal45Phe) were designed to test the robustness of the main tunnel and the slot tunnel against
aromatic amino acid residue substitutions and, in the case of the mutants 51 and 52, to explore, whether the shielding
of the active site could be improved further by introducing additional aromatic amino acid residues into the main
tunnel wall. The mutants were constructed by site-directed mutagenesis and characterised for steady-state kinetic
constants for conversion of TCP (Table 35) and secondary structure fingerprint using far-UV CD spectroscopy (Fig
61b). The catalytic performance of the mutants 14 and 15 was similar to the wild-type DhaA and the mutant 04,
respectively, indicating that Ile135Phe alone had no sizeable effect on the activity with TCP. Classical MD simulations
(Tables 29 and 30) and RAMD simulations (Table 31) of the mutants 14 and 15 showed that Ile135Phe alone sealed
the slot tunnel, leaving the main tunnel as the only DCL release pathway, irrespective of presence/absence of
Cysl76Tyr substitution (Table 32 and Fig 66). The catalytic performance of the mutants 51 and 52 with TCP
dropped to the wild-type level (Table 35). The secondary structure fingerprint indicated that the decrease in the
activity could be contributed by changes on secondary structure level (Fig 61b). Classical MD simulations (Tables 29
and 30) and RAMD simulations (Table 31) of Tyr273Phe-free variants of the mutants 51 and 52, denoted as the
mutants 51' and 52', respectively, showed increased ease of DCL release through the main tunnel (Table 32 and Fig
66), indicating that the region of the main tunnel crowded by the aromatic amino acid residues was disturbed from
the compactness of the mutant 31'.

Proposal on the order of DCL and CL release in the wild-type DhaA and its mutants. ’H,0 kinetic isotope effect
and transient kinetics experiments on the wild-type DhaA and the mutant 31 revealed product release as the rate-
limiting step for conversion of TCP but did not specify which of the products, DCL or CL, is the slower on release.
Classical MD simulations of the wild-type DhaA and the mutants 04, 14, 15, 21', 27, 31, 51' and 52' complexed with
both DCL and CL products of TCP conversion were monitored for product release. While DCL release was not
observed at all, CL release was observed in the wild-type DhaA (trajectory cI) and the mutant 15 (trajectory ¢7) to
occur through the main tunnel with the same ease without any additional artifical force (Table 29 and Fig 70).
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These observations suggested that CL is faster on the release compared to DCL in the wild-type DhaA and the
mutant 15. RAMD simulations of CL release were attempted for the mutant 31', but failed to provide reliable results:
large acceleration had to be applied to tear off CL from the interactions with halide-stabilising amino acid residues
Asn4l and Trpl07 (Fig 58), causing subsequent sub-picosecond release of unsolvated CL from the active site to the
bulk water (data not shown).

4.3 Product release and water exchange pathways and mechanisms in DhaA and its

mutants
Klvana M, Pavlova M, Koudeldkova T, Chaloupkova R, Dvorak P, Prokop Z, Stsiapanava A, Kuty M, Kuta-Smatanova I,
Dohnalek J, Kulhdnek P, Wade RC & Damborsky J (2009). Pathways and mechanisms for product release in the engineered

haloalkane dehalogenases explored using classical and random acceleration molecular dynamics simulations. /. Mol. Biol. 392:
1339-1356.

4.3.1 Identification of pathways by MD simulations

Modelling of DhaA complexed with products of TCP conversion. The structures of the enzyme-product complexes
for dehalogenation of TCP were modelled by molecular docking of R- and S-DCL, respectively, into wild-type DhaA
complexed with CL (Fig 58). Both R- and S-DCL had similar conformations and positions in the active site with
respective docked energies of -5.26 and -5.41 kcal mol™ and both formed a hydrogen bond to the Asp106 side-chain
and a close contact to the imidazole ring of His272 in the active site. None of the mutated residues in the eight
mutants studied overlapped with the binding site of DCL. Therefore, the same initial DCL coordinates were used in
all mutants (04, 14, 15, 21', 27', 31', 51' and 52'). The complexes were subjected to classical MD simulations to adjust
the conformation of DCL in the active site and the conformations of the mutated residues (Table 29). During these
simulations, DCL preserved its docked orientation, characterised by the strong interactions with the catalytic
residues Asp106 and His272. The overall stability of the complexes was supported by a flattened RMSD around 1.5 A
and a radius of gyration around 17.8 A for all complexes.

Product release and water exchange pathways in the wild-type DhaA and its mutants. The classical MD
trajectories were investigated for spontaneous release of the products (DCL and CL) and for exchange of water
molecules between the buried active site and bulk solvent. In total, one release pathway for CL, p1 (Figs 70 and
71a), no release pathway for DCL, and five pathways for water molecules, p1, p2a, p2b, p2c, and p3 (Figs 67a and
71c) were observed for the DhaA variants. Another set of MD simulations was performed with CL replaced by a water
molecule to model the system after release of the halide anion from the active site (Table 30). The overall stability of
the complexes was supported by a flattened RMSD around 1.4 A and a radius of gyration around 17.8 A for all
complexes. The MD trajectories were investigated for exchange of water molecules and spontaneous release of DCL.
Altogether, three pathways were observed for water molecules (p1, p2a, and p2b) with the DhaA variants (Fig 71b).
No release of DCL was observed in any of the classical MD simulations, justifying the use of RAMD simulations to
enhance DCL release. RAMD simulations of DCL release in wild-type DhaA and its mutants resulted in five
pathways, p1, p2a, p2b, p2c, and p3 (Table 31 and Figs 65, 66 and 71b).

4.3.2 Pathway pl

Description of p1. pl corresponds to the main tunnel identified in the X-ray crystal (XC) structures of DhaA (Fig
72). p1 is defined mainly by two helices of the cap domain a4 (Phel44, Ala/Phel45, and Phel49) and a5 (Ala/Phel72
and Cys/Tyrl76) and, to a smaller extent, by the B8/al0 loop (His272) and the B8/a9 loop (Val/Phe245). The main
tunnel was permanently open in wild-type DhaA and mutant 14 (Table 36). The tunnel was widened during the
passage of DCL, CL, and water molecules. The introduction of one or more aromatic substitutions in pl caused a
change in the opening mechanism from permanent tunnel to the transient tunnel (Table 36 and Figs 73ab and 74).
Decreased accessibility of the tunnel for the studied ligands was observable already after a single substitution,
Cysl76Tyr in mutant 04, and was further pronounced by cumulatively introduced substitutions Val245Phe,
Alal72Phe, and Alal45Phe in mutants 31', 51', and 52' (Fig 67b). The accessibility of pl was controlled by the
aromatic residues Phel44 and Phel49 in wild-type DhaA; by Cys176Tyr, Val245Phe, Alal72Phe, and Alal45Phe in
mutants 04, 15, 21, 27', 31, 51', and 52'; by the varying length of the N-terminal part of a4 helix (143-GluPheAla/Phe-
145); by a flexible residue located in the middle of the a5 helix (Gly171); and by the varying size of the C-terminal part
of the a5 helix (Cys/Tyr176).
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Release of CL through pl. The release of CL was observed only through pl and only in wild-type DhaA and
mutant 15 (Figs 70, 71a, 76 and 77). No release of the CL was observed in the classical MD simulations of 04, 14, 21',
27, 31', 51', and 52' (Table 29) and RAMD simulations of CL rdease did not provide reliable results (data not shown).
The release process in wild-type DhaA started with rapid hydration of the active site by crystallographic water
molecules located in p2a, followed by water molecules from bulk water entering the active site through pl and p2b.
The position of the two crystallographic water molecules in p2a was occupied by Ile135Phe in mutant 15. Therefore,
only pl and p2b were used by bulk water molecules to access the active site of mutant 15. The water molecules
entered the active site and competed with CL for hydrogen-bonding interactions with the halide-stabilising residues.
Eventually, they enabled release of CL by making a hydration shell composed of three to five water molecules that
accompanied the CL through the broadly widened pl. The entire release event took about 200 ps counting from the
initial destabilization of the CL from the halide-stabilising residues in both wild-type DhaA and mutant 15. The
vacant binding site between the halide-stabilising residues became occupied by a water molecule. Other water
molecules in the active site competed with DCL for a hydrogen-bonding interaction with Asp106. DCL retained the
hydrogen bond to Asp106 during the entire simulation in mutant 15, whereas in wild-type DhaA, this interaction was
broken and DCL interacted with Asp106 indirectly through a water bridge.

Release of DCL through pl. pl was the most frequently used pathway for the release of DCL in wild-type DhaA
and all the mutants (Table 32 and Fig 66). The release process (Figs 78-82) was strongly affected by the hydrogen
bond between DCL and the nucleophile Asp106 (Fig 58). This interaction had to be broken by water molecules to
enable release of DCL from the active site and entry to the main tunnel. DCL was further attracted to the main
tunnel by favourable electrostatic and van der Waals interactions with the catalytic base His272 (Fig 75a-e) and
occasional hydrogen-bonding interactions with its N¢,. When the hydrogen bond to His272 was formed, DCL used
exclusively pathway pl for the release. DCL could also form occasional hydrogen bonds to the thiol group of Cys176,
the hydroxy group of Cys176Tyr, and the backbone carbonyl of Alal72. During the passage, DCL induced opening of
pl by promoting conformational changes in aromatic side-chains lining pl. In wild-type DhaA, Phel44 was
occasionally pushed to the bulk solvent to allow release of DCL out of the protein structure (Fig 78). The introduction
of bulky aromatic substitutions Cys176Tyr and Val245Phe significantly decreased the frequency of release of DCL
through pl1 (Figs 79 and 80). The frequency was again increased by introducing additional aromatic substitutions
Alal72Phe and Alal45Phe. The release of DCL from the variants carrying mutations Cys176Tyr and Val245Phe
required the simultaneous flip of both the aromatic residues followed by a conformational change of Phel44 to form
an open gate. The release of DCL through pl in mutant 51' required successive conformational changes in the order
Alal72Phe, Val245Phe, and Cysl176Tyr (Fig 81). Additionally, Alal45Phe in mutant 52' caused hindrance of DCL
release through pl (Fig 82). This steric hindrance was characterised by repeated entry of DCL into the main tunnel
and its return back to the active site during the simulations.

Exchange of water molecules through pl. pl was used by water molecules in all variants, except mutant 51', in
the presence of CL in the active site (Fig 67a). The accessibility of pl for water molecules was much lower in the
absence of CL in the active site; aromatic residues introduced into the main tunnel of mutants 04, 15, 21', 27, 31', 51/,
and 52' prevented the exchange of water molecules through p1 within the 2-ns time scale of the MD simulations (Fig
67b).

4.3.3 Pathway p2a

Description of p2a. p2a is equivalent to the slot tunnel observed in the XC structure 1BN6 of wild-type DhaA (Fig
72a). p2a is defined by the B7/a9 loop (Leu246) and the 6/04 loop [or N-terminal cap domain loop (NC loop); Argl33,
Ile135, and Trpl41]. p2a formed an open tunnel only during passage of DCL or water through p2a in the proteins
with Ile135 (wild-type and mutant 04) or Val135 (mutant 27') (Table 36; Figs 73b and 74). The accessibility of p2a
was clearly controlled by the amino acid residue 135 and by flexibility of the NC loop, the most mobile element of the
DhaA structure accordingto the XC and MD B-factors.

Release of DCL through p2a. p2a was accessible for DCL only in wild-type DhaA and mutant 04 (Fig 66). The
release of DCL through p2a (Fig 83) was initiated by the breakage of a hydrogen bond between DCL and Asp106,
immediately followed by formation of a DCL-water-D106 interaction with DCL located in the entry to the slot tunnel.
The breakage of the water-bridge interaction resulted in fast passage of DCL towards Argl33 located at the outer
opening of p2a. Argl33 made strong electrostatic and van der Waals interactions with DCL (Fig 75f) and additionally
formed an unstable salt link with Glu140 and a stable hydrogen bond with the carbonyl of Leu246. DCL could form a
hydrogen bond with the side-chain of Argl33 when the salt link is naturally broken. Breakage of the salt link was,
however, not essential for release of DCL to the bulk solvent.

Exchange of water molecules through p2a. p2a was rarely used by water molecules, and exchange of the solvent
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occurred only in wild-type DhaA and mutant 04 in both the presence and absence of CL in the active site and in
mutant 27" only in the presence of CL in the active site (Fig 67). A single substitution, Ile135Phe, was sufficient to
block exchange of water molecules through p2a

4.3.4 Pathway p2b

Description of p2b. p2b corresponds to the deep surface depression near the slot tunnel opening in the XC
structures of wild-type DhaA (Fig 72abc). p2b is formed by the $7/a9 loop (Val245Phe and Leu246Ile) and the NC
loop (Argl33, Ile/Leu/Val/Phel35, and Trp/Phel4l). p2b formed a tunnel during the passage of DCL or water
molecules through the pathway (Table 36; Figs 73b and 74). p2b could be opened simultaneously with p1 and p2a.
The accessibility of p2b was controlled by the aromatic residues Trp/Phel4l and Val245Phe as well as by the
flexibility of the NC loop.

Release of DCL through p2b. Release of DCL through p2b was observed only in mutant 27' carrying the mutation
Ile135Val (Fig 66). The release process (Fig 84) started by breakage of the hydrogen bond between DCL and Asp106,
followed by a DCL-water-D106 interaction and a transient hydrogen bond between DCL and the backbone carbonyl
groups of Glul30 and Ile132. DCL entered p2b by inducing a simultaneous flip of the Val245Phe and Trp141 side-
chains. DCL moved between the two aromatic side-chains and established a hydrogen bond to the Argl33 side-chain
and the Val245Phe backbone (Fig 75g) without perturbation of the salt link between Argl33 and Glul40 and the
hydrogen bond between Argl133 and Leu2461Ile. This hydrogen-bonding network hindered the smooth release of DCL
to the bulk water.

Exchange of water molecules through p2b. p2b was used by water molecules in all DhaA variants, except mutant
21', in the presence of CL in the active site (Fig 67a). p2b was the only pathway for exchange of water molecules in
mutant 51' and the preferred pathway in mutant 27'. p2b was always preferred over p2a, p2c, and p3. The
accessibility of p2b for water molecules was significantly decreased in the absence ofthe CL in the active site. p2b was
not used by water molecules in any variant except mutant 27' in MD simulations without CL (Fig 67b).

4.3.5 Pathway p2c

Description of p2c. p2c was identified as a branch of p2a, which was not indicated by any of the XC structures of
wild-type DhaA. p2c was formed by the NC loop (Arg133, Ile135, and Trp/Phel41) and the a7/a8 loop [or C-terminal
cap domain loop (CC loop); Pro210 and P212]. p2¢ formed an open tunnel only in wild-type DhaA and mutant 21' and
only in the presence of CL in the active site (Table 36; Figs 73b and 74). The bulkier DCL promoted opening of p2c
for a longer time during its release in RAMD simulations. The accessibility of p2c was controlled by the flexibility of
the NC and CC loops and by a B-bridge interaction between Pro210 and Ala212 of the CC loop and Ile135 of the NC
loop. The B-bridge must be disrupted to allow exchange of a ligand between bulk solvent and p2c.

Release of DCL through p2c. Release of DCL through p2c (Fig 85) was observed only in mutant 21' carrying the
unique substitution Trpl41Phe (Fig 66). The release process started by obligatory breakage of the hydrogen bond
between DCL and Aspl06, followed by formation of the water bridge DCL-water-Asp106 positioning DCL near the
entrance to p2a and p2c. After breakage of the water bridge, DCL moved along Trp141Phe, inducing a flip of its side-
chain, disrupted the Ala212-Ile135Leu B-bridge interaction, and established a hydrogen bond with the backbone
carbonyl group of Argl33. The arginine showed strong electrostatic and van der Waals attraction for DCL (Fig 75h).
While maintaining the hydrogen bond to Arg133, DCL reoriented its carbon chain towards the 3-bridge. After release
of DCL from Argl133, DCL moved between the NC loop and the CC loop, causing breakage of the Ala212-Ile135Leu -
bridge interaction followed by release of DCL to bulk water and the immediate reconstruction of the B-bridge. The loss
of the hydrogen-bonding interactions between the NC loop and the CC loop during DCL release through p2c was
partially compensated for by a hydrogen bond between the residues of the B-bridge and DCL.

Exchange of water molecules through p2c. p2c was rarely used for exchange of water molecules and occurred only
in wild-type DhaA and mutant 04 and only in the presence of CL in the active site (Fig 67b). The accessibility of the
active site for water molecules through p2c was blocked by Ile135Phe, but the B-bridge could be disrupted by water
molecules frombulk solvent as observed for the mutant in the presence of CL in the active site.

4.3.6 Pathway p3
Description of p3. p3 was not observable in any XC structure of wild-type DhaA. p3 was located between helix a4

(Phel49), the NC loop (Trp138 and Trp141), and the CC loop (Leu209 and Ile211). p3 was relatively short and straight
compared to p2a, p2b, and p2c but was generally unfavourable for accommodation of water molecule or DCL due to
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steric clashes with the protein structure. p3 formed an open tunnel only upon passage of DCL through the pathway,
whereas water migrated through the protein matrix (Table 36; Figs 71bc and 73bc). The open tunnel existed for
the shortest period of time (on the order of picoseconds) among the pathways before its disappearance. Water in p3
moved solely through the protein matrix without formation of a tunnel (Fig 73c).

Release of DCL through p3. The release of DCL through p3 occurred in wild-type DhaA and in mutant 27' (Fig 66
and Fig 86). After obligatory release of DCL from the nucleophile Asp106, a DCL-water-Aspl06 interaction was
established, and DCL was positioned between Trpl41 and Phel49 (Fig 75i), whose side-chains acted as a gate and
flipped to open up the p3 pathway. The immediate release of DCL to the bulk solvent was blocked by the side-chain of
Trpl38 (Fig 75i), and DCL was temporarily enclosed in an isolated cavity. DCL eventually pushed Trp138 into the
bulk water and was released out of the protein. After DCL release, Trpl38 made a fast flip to its original
conformation to completely block p3.

Exchange of water molecules through p3. p3 served as the exchange pathway for one water molecule in mutant 21'
carrying the mutation Trp141Phe and CL in the active site (Fig 67a).

4.4 Structural characterisation of three mutants with modified tunnels
Klvana M, Pavlovd M, Koudeldkova T, Chaloupkova R, Dvordk P, Prokop Z, Stsiapanava A, Kuty M, Kutd-Smatanova I,
Dohnaélek J, Kulhanek P, Wade RC & Damborsky J (2009). Pathways and mechanisms for product release in the engineered

haloalkane dehalogenases explored using classical and random acceleration molecular dynamics simulations. J. Mol. Biol. 392:
1339-1356.

Selection of the DhaA mutants for structure determination. Classical MD and RAMD simulations on DhaA wild-
type and mutants 04, 14, 15, 21', 27, 31, 51' and 52' showed that single Ile135Phe of the mutants 14 and 15 was
sufficient to seal the slot tunnel and that single Cys176Tyr of the mutants 04 and 15 changed the main tunnel from
permanent to transient (Fig 74 and Table 36). To provide experimental structural evidence to these computational
findings, XC structures of the mutants 04 (PDB-ID 3FBW), 14 (PDB-ID 3G9X), and 15 (PDB-ID 3FWH) were
determined to atomic resolution (Stsiapanava et al., unpublished results). The mutant structures were compared with
the XC structures of DhaA from Rhodococcus sp. available in the PDB (Newman et al., 1999). This analysis
deciphered the effect of the substitutions located in the main tunnel (mutant 04), the slot tunnel (mutant 14), and
both the main and slot tunnels (mutant 15) on the accessibility of the active site and the mechanisms of ligand
exchange (Fig 72).

Main tunnel in the XC structures of DhaA and its mutants. The main tunnel was open in all XC structures of
DhaA variants carrying the wild-type Cys176 (Fig 72a-d), while the single Cysl176Tyr substitution blocked this
tunnel (Fig 72ef). This observation was in agreement with MD simulations showing the main tunnel to be mostly
closed in mutants 04 and 15, unless it was temporarily opened by a passing ligand (Fig 74). The side-chain of Tyr176
was resolved in two different conformations in the XC structure of mutant 04. The distance between oxygen atoms of
4-hydroxyphenyl groups of the two conformations is 41 A, and there are most lkely two distinct conformational states
of this bulky residue at the mobile C-terminus of the a5 helix. Accommodation of the 4-hydroxyphenyl group of Tyr176
in the place formerly occupied by the thiol group of Cys176 results in one conformation pointing towards the active
site and another placing the aromatic ring close to the carbonyl of Alal72. This observation is consistent with the
gatekeeping function of Tyr176 and the observation of both conformations of Tyr176 in the MD simulations.

Slot tunnel in the XC structures of DhaA. The opening of the slot tunnel in the structure 1BN6 (Fig 72a) was due
to the presence of different rotamers of Ile135 and Argl33 side-chains together with 0.8 A displacement of the
backbone of five residues of the NC loop (133-ArgProlleProThr-137), compared to structures 1CQW and 1BN7. This is
in accordance with the important role of the highly mobile NC loop in controlling the accessibility of the slot tunnel in
RAMD simulations of DCL release through the p2a pathway. The displacement of the NC loop in the structure 1BN6
could be due to the presence of an unknown ligand represented by an extensive electron density in the active site and
five water molecules located at the mouth of theslot tunnel (Newman et al., 1999). On the contrary, the active site of
1CQW contains only water molecules and 1BN7 contains an acetate ion. The slot tunnel in structures 1CQW and
1BN7 was represented only by an isolated cavity containing two water molecules (Fig 72bc), while no
crystallographic water molecules were identified in the region corresponding to the mouth of the slot tunnel.

Slot tunnel in the DhaA mutants. The NC loop of mutant 04 was resolved in a conformation similar to that in
structures 1CQW and 1BNY7, resulting in a closed slot tunnel. The introduction of a bulky Ile135Phe substitution
further reduced accessibility of the slot tunnel of the XC structures of mutants 14 and 15 (Fig 72df). The NC loop of
mutants 14 and 15 aligned with the corresponding region of 1BN6, suggesting slight displacement of the loop upon
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introduction of the bulky aromatic side-chain. This was in agreement with MD simulations that showed Ile135 to
switch between four different conformations, whereas Phe135 adopted a single conformation similar to those observed
in the XC structures of mutants 04 and 15.

Main tunnel versus slot tunnel. Based on available crystallographic data, it can be concluded that the slot tunnel
belongs to a transient type of tunnel in all the studied proteins, while the main tunnel changes from being a
permanent tunnel in the proteins with the wild-type cysteine in position 176 to being a transient tunnel in mutants
04 and 15 carrying tyrosine at position 176.

4.1 - 4.4 Tables and figures

Klvana M, Pavlova M, Prokop Z, Chaloupkova R, Banas P, Otyepka M, Wade RC, Nagata Y & Damborsky J (2009). Redesigning
dehalogenase access tunnels as a strategy for degrading an anthropogenic substrate. Nat. Chem. Biol. 5: 727-733.

Klvana M, Pavlovd M, Koudeldkova T, Chaloupkova R, Dvotrdak P, Prokop Z, Stsiapanava A, Kuty M, Kutd-Smatanova I,
Dohnalek J, Kulhdnek P, Wade RC & Damborsky J (2009). Pathways and mechanisms for product release in the engineered
haloalkane dehalogenases explored using classical and random acceleration molecular dynamics simulations. . Mol. Biol. 392:
1339-1356.

Fig 58 | Docked orientations of DCL in wild-type DhaA. (a) R-DCL; (b) S-DCL.
Catalytic pentad is shown in sticks, CL is represented by a yellow sphere and DCL by
balls and sticks. Dashed lines indicate hydrogen bonding interactions between DhaA
and the products. All molecular graphics were created using PYMOL (DeLano, 2002).

Table 29 | Overview of classical MD simulations of DhaA with DCL and CL products of TCP conversion.
DhaA Products ID Length Average RMSD Timespan of stable DCL release CL release

variant (ns) of stable part A)* RMSD (ns) pathway pathway
wt R-DCL and CL ¢l 2.2 1.39 (£0.03) 1.60-2.20 - pl
S-DCL and CL  ¢2 2.8 1.55 (+0.03) 1.85-2.80 — -
04 R-DCL and CL.  ¢3 2.0 1.53 (£0.03) 1.20-2.00 - -
S-DCLand CL ¢4 2.0 1.50 (+0.02) 1.20-2.00 — —
14 R-DCL and CL c¢5 2.0 1.33 (+0.02) 1.25-2.00 — —
S-DCL and CL.  ¢6 2.0 1.43 (x0.02) 1.30-2.00 — —
15 R-DCL and CL.  ¢7 2.0 1.33 (£0.02) 1.45-2.00 — pl
S-DCL and CL  ¢8 2.0 1.37 (£0.03) 1.45-2.00 - -
21' R-DCL and CL  ¢9 2.0 1.29 (£0.04) 0.60-2.00 - -
S-DCL and CL  c10 2.0 1.57 (+0.04) 1.00-2.00 — -
27 R-DCL and CL cl1 2.0 1.43 (+0.02) 1.70-2.00 - -
S-DCL and CL  ¢12 2.0 1.41 (+0.03) 1.30-2.00 — —
31 R-DCL and CL ¢13 2.0 1.44 (£0.02) 1.65-2.00 — —
S-DCL and CL  cl4 2.0 1.47 (£0.03) 1.00-2.00 — —
51' R-DCL and CL c15 2.0 1.43 (+0.03) 0.90-2.00 — —
S-DCL and CL.  ¢16 2.0 1.42 (+0.03) 1.40-2.00 - -
52' R-DCL and CL  ¢17 2.0 1.58 (+0.02) 1.50-2.00 - -
S-DCL and CL. c18 2.0 1.67 (£0.03) 1.55-2.00 — —

*Standard deviations are given in parentheses.
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Table 30 | Overview of classical MD simulations of DhaA with DCL product of TCP
conversion.
DhaA  Product ID Length Average RMSD Timespan of stable DCL release

variant (ns) of stable part A)* RMSD (ns) pathway
wt R-DCL c19 2.8 1.38 (+0.02) 1.85-2.80 —
S-DCL  c20 2.8 1.45 (+0.02) 1.85-2.80 —
04 R-DCL c21 2.0 1.33 (£0.03) 1.20-2.00 —
S-DCL  c22 2.0 1.34 (+0.02) 1.20-2.00 -
14 R-DCL  ¢23 2.0 1.36 (+0.04) 0.90-2.00 -
S-DCL  c24 2.0 1.31 (+0.03) 1.20-2.00 -
15 R-DCL ¢25 2.0 1.34 (+0.02) 1.30-2.00 -
S-DCL  c26 2.0 1.29 (+0.03) 1.30-2.00 —
21 R-DCL  c27 2.0 1.29 (+0.03) 0.80-2.00 —
S-DCL  c28 2.0 1.33 (£0.05) 0.80-2.00 —
27 R-DCL c29 2.0 1.34 (£0.02) 1.05-2.00 —
S-DCL  ¢30 2.0 1.31 (+0.02) 1.25-2.00 -
31 R-DCL 31 2.0 1.35 (£0.03) 1.15-2.00 -
S-DCL  ¢32 2.0 1.36 (£0.03) 1.15-2.00 -
51' R-DCL ¢33 2.0 1.59 (+0.01) 1.70-2.00 -
S-DCL ¢34 2.0 1.43 (£0.02) 1.35-2.00 —
52' R-DCL ¢35 2.0 1.37 (x0.04) 0.80-2.00 —
S-DCL  c36 2.0 1.47 (£0.03) 0.70-2.00 —

*Standard deviations are given in parentheses.

Table 31 | Overview of RAMD simulations of DhaA with DCL product of TCP conversion. (pp. 123-124)
DhaA  Product Starting MD ACCELERATION® THRESHOLD ID Length DCL release

variant snapshot (id) (kcal A g A) (ps) pathway
wt R-DCL 5178 0.04 0.002 rl 1000 —
0.004 r2 480 pl
0.05 0.002 r3 102 pl
0.004 r4 60 pl
5400 0.04 0.002 r5 1000 —
0.004 r6 146 pl
0.05 0.002 7 173
0.004 r8 143 pl
5600 0.04 0.002 r9 572 p3
0.004 rl0 270 pl
0.05 0.002 rll 248
0.004 rl2 99 pl
S-DCL 5194 0.04 0.002 rl3 157 pl
0.004 rl4 43 pl
0.05 0.002 rl5 185 pl
0.004 rl6 35 pl
5398 0.04 0.002 rl7 1000 -
0.004 rl8 220 pl
0.05 0.002 rl9 291 pl
0.004 r20 135 pl
5582 0.04 0.002 r2l 141 pl
0.004 r22 305 pl
0.05 0.002 r23 1000 -
0.004 r24 160 pl
04 R-DCL 4000 0.04 0.002 r25 1000 —
0.004 r26 351 pl
0.05 0.002 r27 69 pl
0.004 r28 188 pl
S-DCL 4000 0.04 0.002 r29 1000 -
0.004 r30 1000 -
0.05 0.002 r31 408 p2a
0.004 r32 106 pl
14 R-DCL 4000 0.04 0.002 r33 270 pl
0.004 r34 196 pl
0.05 0.002 r35 252 pl
0.004 r36 613 pl
S-DCL 4000 0.04 0.002 r37 176 pl
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DhaA Product StartingMD ACCELERATION® THRESHOLD ID Length DCL release
variant snapshot (id) (kcal A’ g) A (ps) pathway

14 S-DCL 4000 0.004 r38 1000 —

0.05 0.002 r39 1000 -

0.004 rd0 43 pl

15 R-DCL 4000 0.04 0.002 r4dl 1000 -

0.004 r42 183 pl

0.05 0.002 r43 1000 -

0.004 rdd 85 pl

S-DCL 4000 0.04 0.002 r45 1000 -

0.004 r46 1000 -

0.05 0.004 rd8 588 pl

21’ R-DCL 4000 0.04 0.002 r49 1000 -

0.004 r50 356 pl

0.05 0.002 r51 1000 -

0.004 r52 165 pl

S-DCL 4000 0.04 0.002 r53 140 pl

0.004 r54 545 p2c

0.05 0.002 r55 1000 -

0.004 r56 232 pl

27" R-DCL 4000 0.04 0.002 r57 230 pl
0.004 r58 200 [NCCEN

0.05 0.002 r59 1000 -

0.004 r60 155 p3

S-DCL 4000 0.04 0.002 6l 276 pl

0.004 r62 1000 -

0.05 0.002 r63 1000 -

31 R-DCL 4000 0.04 0.002 r65 1000 -

0.004 166 565 pl

0.05 0.002 r67 1000 -

0.004 r68 1000 -

S-DCL 4000 0.04 0.002 r69 1000 -

0.004 r70 1000 -

0.05 0.002 r71 1000 -

0.004 r72 1000 -

51' R-DCL 4000 0.04 0.002 r73 148 pl

0.004 r74 372 pl

0.05 0.002 r75 359 pl

0.004 r76 44 pl

S-DCL 4000 0.04 0.002 r77 1000 -

0.004 r78 1000 -

0.05 0.002 r79 1000 -

0.004 r80 485 pl

52' R-DCL 4000 0.04 0.002 r81 1000 -

0.004 r82 465 pl

0.05 0.002 r83 239 pl

0.004 84 28 pl

S-DCL 4000 0.04 0.002 r85 1000 -

0.004 r86 1000 -

0.05 0.002 r87 128 pl

0.004 r88 273 pl

‘REXPUDATE = 10.

Table 32 | Frequency of occurrence of DCL release in the wild-type DhaA and its mutants in RAMD
simulations. (pp. 124-125)

DhaA Variable amino acid residues® No. of DCL release pathway No
variant 176 141 135 245 246 172 146 RAMD pl® p2a° p2b p2c p3 release
simulations (%)
wt Cys Trp 1Ile Val Leu Ala Ala 24 17 2 - - 1 17
04 Tyr Trp Ile Val Leu Ala Ala 8 4 1 - - - 38
14 Cys Trp Phe Val Leu Ala Ala 8 6 - - - - 25
15 Tyr Trp Phe Val Leu Ala Ala 7 3 - - - - 57
21' Tyr Phe Val Phe Ile Ala Ala 8 4 — — 1 — 38
27 Tyr Trp Leu Phe Ile Ala Ala 7 2 - I - 43
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DhaA Variable amino acid residues® No. of DCL release pathway No
variant 176 141 135 245 246 172 146 RAMD pl® p2a° p2b p2c p3 release
simulations (%)
31 Tyr Trp Phe Phe Ile Ala Ala 8 1 — — — — 88
51' Tyr Trp Phe Phe Ile Phe Ala 8 5 — — - - 38
52' Tyr Trp Phe Phe 1Ile Phe Phe 8 5 — - - - 38

*Mutations are highlighted in dark grey.
"p1 corresponds to the main tunnel.
‘p2a corresponds to the slot tunnel.

Fig 59 | Amino acid residues of the slot tunnel identified by RAMD simulations of DCL release in the wild-type DhaA and the
04 mutant. (a) the wild-type DhaA (trajectories r7 and r11); (b) the mutant 04 (trajectory r31). DCL release pathway through
the slot tunnel is shown in grey surface representation. C, atoms of the identified amino acid residues are shown in spheres,
coloured by frequency of contact with DCL during the simulations and mapped onto the starting structure of the RAMD
simulations. The thickness of the ribbon corresponds to the main-chain B-factors for the RAMD simulations.

Fig 60 | Hot spot amino acid residues lining the access tunnels selected for mutagenesis by RAMD simulations of
DCL release in the wild-type DhaA and the 04 mutant. The selected amino acid residues are located along DCL
release pathway through the main tunnel, pl (Cys176), the slot tunnel, p2a (Trpl41, Ile135 and Leu246), or both
the tunnels (Val245). DhaA wild-type is shown in cartoon model coloured by domains: grey, the main domain,
white, the cap domain.
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Table 33 | Variability of the hot spots among members of
sub-family II haloalkane dehalogenases.
DhaA wild-type Substitutes among subfamily IT*

Ile135 Val, Phe, Met
Trpl4l Val, Phe, Met, Ser
Val245 Ala, Leu, Phe, Ser
Leu246 Ile, Phe, Met

*bold-faced substitutes were found in experimentally
characterised haloalkane dehalogenases.

Table 34 | DhaA variants obtained by screening saturation mutagenesis libraries A and B for
enhanced activity towards TCP.

DhaA Variable amino acid residues” Frequency® Relative
variant® 176 273 141 135 245 246 activity®
wt Cys Tyr Trp Ile Val Leu - 1
Templates
M2 (Lib. A) Tyr Phe Trp Ile Val Leu - 4
M3 (Lib. B) Tyr Phe Phe Ile Val Leu - 5
Library A
25 Tyr Phe Trp Phe Met Leu 4 22
26 Tyr Phe Trp Tyr Phe Ile 11 23
27¢ Tyr Phe Trp Val Phe Ile 1 39
28 Tyr Phe Trp Tyr Leu Thr 1 22
29 Tyr Phe Trp Phe Ile Leu 5 11
30 Tyr Phe Trp Tyr Met Ile 3 13
31 Tyr Phe Trp Phe Phe Ile 3 24
32 Tyr Phe Trp Phe Met Ile 9 16
33 Tyr Phe Trp Cys Tyr Leu 1 28
34 Tyr Phe Trp Phe Leu Ile 2 17
35 Tyr Phe Trp Phe Phe Val 2 23
36 Tyr Phe Trp Phe Cys Leu 1 20
37 Tyr Phe Trp Tyr Ile Leu 1 13
38 Tyr Phe Trp Phe Tyr Ile 1 5
39 Tyr Phe Trp Tyr Met Met 1 12
40 Tyr Phe Trp Phe Ile Met 1 5
41 Tyr Phe Trp Tyr Met Leu 1 16
Library B
17 Tyr Phe Phe Phe Met Ile 9 24
18 Tyr Phe Phe Tyr Phe Ile 11 15
19 Tyr Phe Phe Tyr Met Ile 3 26
20 Tyr Phe Phe Phe Phe Ile 3 21
21 Tyr Phe Phe Leu Phe Ile 1 25
22 Tyr Phe Phe Ile Phe Ile 1 22
23 Tyr Phe Phe Phe Met Leu 4 18
24 Tyr Phe Phe Ile Met Leu 1 12

*Variants selected for detailed characterisation are underlined; wt, wild type.
"Mutations introduced by site-directed mutagenesis are highlighted in dark grey; mutations introduced
by saturation mutagenesis are highlighted in orange.
‘Frequency of the specific combination of mutations at positions 135, 245, and 246 among the 51 clones
comprising the 25 unique variants; frequencies of the combinations found in both libraries are

underlined.

4Variant 27 contains an additional (spontaneous) substitution Arg254Gly located at solvent exposed
face of the main domain o-helix E.

°Specific activities of crude extracts with TCP.

Specific activity of wt = 0.014 ymol s* mg™ of total protein.
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Fig 61 | Secondary structure fingerprint of DhaA variants determined by far-UV CD spectroscopy. (a) The far-UV
CD spectra of wild-type DhaA, two templates for saturation mutagenesis, M2 and M3, and mutants obtained by
saturation mutagenesis; the spectra showed two negative peaks at 208 and 222 nm, and one positive peak at 195
nm; the negative peak at 222 nm exhibited 8-35% increase in the mean residue ellipticity in the DhaA mutants
compared to the wild-type DhaA. (b) The far-UV CD spectra of the wild-type DhaA and the mutants containing
aromatic amino acid residue substitutions obtained by one or two rounds of site-directed mutagenesis of the wild-
type DhaA and the mutant 31; the mutants 51 and 52 showed increased negative peak of the mean residue

ellipticity at 208 and 222 nm.
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Fig 62 | Specific activities of selected DhaA variants
with TCP. The specific activities were expressed as fold
changes relative to the specific activity of wild-type
DhaA (0.0020 + 0.0008 pmol s™ mg™).

Table 35 | Steady-state kinetic constants for TCP conversion by selected DhaA variants. (pp. 127-128)

DhaA Variable amino acid residues® Beat K, k./K. Rel. k., Rel.K, Rel. k. /K,
variant 176 273 141 135 245 246 172 146 (s™) (mM) s'MY) (mt/wt) (mt/wt) (mt/wt)
wt? Cys Tyr Trp Ile Val Leu Ala Ala 0.08 2.2 36 1.0 1.0 1.0
M2* Tyr Phe Trp Ile Val Leu Ala Ala 0.28 1.0 280 3.5 0.5 7.8
wt Cys Tyr Trp Ile Val Leu Ala Ala 0.04+0.01 1.0+0.2 40 + 13 1.0 1.0 1.0
04 Tyr Tyr Trp Ile Val Leu Ala Ala 0.24+0.01 1.7+0.1 141+10 6.0 1.7 3.5
14 Cys Tyr Trp Phe Val Leu Ala Ala 0.05+0.02 1.5+0.3 33+15 1.3 1.5 0.8
15 Tyr Tyr Trp Phe Val Leu Ala Ala 0.23+0.01 1.8+0.2 128+15 5.8 1.8 3.2
M2 Tyr Phe Trp Ile Val Leu Ala Ala 0.14+0.04 0901 15648 3.5 0.9 3.9
M3 Tyr Phe Phe Ile Val Leu Ala Ala 0.07+0.01 1.0+0.1 70 +12 1.8 1.0 1.8
21 Tyr Phe Phe Val Phe Ile Ala Ala 0.55+0.04 1.2+0.2 458 +83 13.8 1.2 11.5
27 Tyr Phe Trp Leu Phe Ile Ala Ala 1.02+0.06 1.1+01 927+100 255 1.1 23.2
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DhaA Variable amino acid residues® Reat K, k../K, Rel.k., Rel.K, Rel k. /K,
variant 176 273 141 135 245 246 172 146 (s™) (mM) (s'"M") (mt/wt) (mt/wt) (mt/wt)
31 Tyr Phe Trp Phe Phe Ile Ala Ala 1.26+0.07 1.2+0.1 1,050 + 105 31.5 1.2 26.3

51 Tyr Phe Trp Phe Phe Ile Phe Ala 0.21+0.02 71+1.1 305 5.3 7.1 0.8

52 Tyr Phe Trp Phe Phe Ile Phe Phe 0.11+0.01 1.7+0.2 65 + 10 2.8 1.7 1.6

Rel, relative; mt, mutant; wt, wild-type.
*Data reported originally by Bosma et al. (2002); the s.d. for k., and K,, were <15% and <25%, respectively; kinetic
constants were meausred in 50 mM NaHCO;-NaOH buffer at pH 9.4 and 30 °C.
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Fig 63 | Inhibition of TCP conversion by DCL product.
Data were fitted to the model for competitive inhibition
expressed as a = (K, + [S)/(K.(1 + [IVK;) + [S])), where:
a, relative activity; [S], concentration of TCP; and [I],
concentration of DCL. K;*'= 2.50 + 0.17 mM, K* = 3.15
+0.20 mM, K*" = 4.42 + 0.19 mM, K** = 2.08 + 0.15 mM.
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Fig 64 | Substrate specificity profiles of the wild-type (wt) DhaA and the mutant 31. The substrates are ordered by increasing
31-to-wt ratio of specific activities. Decreased and increased activities of the mutant 31 are highlighted by light and dark grey,
respectively.
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Fig 65 | DCL release pathways observed among DhaA variants. Pathways
are represented by the surface and mapped on the crystal structure of
DhaA from Rhodococcus sp. (PDB-ID 1CQW). The thickness of the ribbon
corresponds to the crystallographic B-factors. Variable amino acid
residues among the DhaA variants are represented by black balls and
labeled by the residue identifier; see Table 32 for specification of the
mutations. pl and p2a correspond to the main tunnel and the slot tunnel,
respectively. NC-loop, N-terminal cap domain loop; CC-loop, C-terminal
cap domain loop.

Fig 66 | Effect of mutations on the accessibility of DCL release pathways in RAMD simulations of the wild-type DhaA and its
mutants. Pathways are represented by the surface and mapped on the crystal structure of DhaA from Rhodococcus sp. (PDB-
ID 1CQW). DhaA variants are shown in ribbon; the pathways are coloured as follows: p1, yellow; p2a, blue; p2b, red; p2c, cyan;
p3, green.
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Fig 67 | Effect of mutations and CL on the accessibility of water exchange pathways in classical MD simulations of the wild-
type DhaA and its mutants with products of TCP conversion. (a) DhaA variants with DCL and CL in the active site; (b) DhaA
variants with DCL in the active site. Pathways are represented by the surface and mapped on the XC structure of DhaA from
Rhodococcus sp. (PDB-ID 1CQW). DhaA variants are shown in ribbon; the water exchange pathways are coloured as follows:
pl, yellow; p2a, blue; p2b, red; p2c, cyan; p3, green.
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Fig 68 | Role of active site accessibility for bulk water molecules in the wild-type DhaA
and the mutant 31' on formation of reactive complexes with TCP in classical MD
simulations. (a) Active site accessibility for bulk water; the active site of the wild-type
DhaA is accessible to bulk water (red); the cavity of the 31' mutant is inaccessible, and
only discrete internal positions are occupied by structural water molecules (blue), also
present in the wild type DhaA; spheres representing waters have a radius of 0.5 A centred
on the oxygen atoms. (b) The population of NAC (boxed) for TCP in the wild-type DhaA
(red) and the mutant 31' (blue) in the MD simulations; snapshots shown in d are indicated
by (o). (¢) Evolution of the NAC distance of two reacting atoms during MD simulations;
snapshots shown in d are indicated by (e). (d) Snapshots from MD simulations of the non-
reactive configuration of TCP competing with water molecules for the nucleophile in the
wild-type DhaA and the NAC for TCP in the 31' mutant; only polar hydrogens are shown
for clarity.
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Fig 69 | The rate-limiting steps for conversion of TCP by the wild-type DhaA and
mutant 31 identified by *H,O kinetic isotope effect and pre-steady state kinetics.
(a) The wild-type DhaA; (b) the mutant 31; (c¢) reaction scheme. Solid and dashed
lines in @ and b represent the best fits to the chloride ion (m) and DCL (o) kinetic
data. The insets in a and b illustrate H,O kinetic isotope effect on the
dehalogenase activity: the ratio between the activity in 'H,O (V) and in *H,0 (V)
was plotted versus various "H,O/”H,O ratios; the H,O kinetic isotope effect data for
the wild-type DhaA are from a previous study (Bosma et al., 2003). The reaction
scheme in ¢ shows rate-limiting steps for the reactions catalysed by the wild-type
DhaA (red) and the 31 mutant (blue); E, free enzyme; R-Cl, substrate; E.R-CI,
enzyme-substrate complex; E-R.Cl°, alkyl-enzyme intermediate; E.CI".ROH,
enzyme-product complex; C1~ and ROH, products.
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Fig 70 | No effect of single Cys176Tyr in the main tunnel
on the accessibility of pl release pathway for CL in
classical MD simulations of the wild-type DhaA and its
mutants. The CL release was observed only in the wild-
type DhaA and the mutant 15, and only through via pl
pathway through the main tunnel. The pathways are
represented by yellow surface and mapped on the XC
structure of DhaA from Rhodococcus sp. (PDB-ID 1CQW).
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Fig 71 | Schematic representation of ligand pathways among DhaA variants. (a) Pathway for CL observed in classical MD
simulations; (b) pathways for DCL observed in RAMD simulations; (¢) pathways for water molecules observed in classical MD

simulations. Arrows indicate direction of passage of ligands through a tunnel (p1, p2a, p2b and p2¢ for DCL and water, and p3 for
DCL) or protein matrix (p3 for water); pl, the main tunnel; p2a, the slot tunnel.
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Fig 72 | The XC structures of DhaA and its mutants ordered by the accessibility of their active sites
via the main tunnel and the slot tunnel. (a) DhaA from Rhodococcus sp. (PDB-ID 1BN6) with the
main tunnel and the slot tunnel open; (b-d) DhaA from Rhodococcus sp. (PDB-ID 1CQW), DhaA from
Rhodococcus sp. (PDB-ID 1BN7) and mutant 14 of the wild-type DhaA from Rhodococcus rhodochrous
NCIMB 13064 (PDB-ID 3G9X) with the main tunnel open and the slot tunnel closed; (e-f) mutant 04
of the wild-type DhaA from Rhodococcus rhodochrous NCIMB 13064 (PDB-ID 3FBW) and mutant 15 of
the wild-type DhaA from Rhodococcus rhodochrous NCIMB 13064 (PDB-ID 3FWH) with both the main
tunnel and the slot tunnel closed. The protein structures are visualised as a slice through the surface
representation with tunnels and cavities coloured in dark grey. pl, the main tunnel; p2a, the slot
tunnel.

Table 36 | Occurrence of mechanisms of ligand exchange between the buried
active site and bulk solvent in the wild-type (wt) DhaA and eight mutants in MD

simulations.
Ligand Pathway Tunnel Protein
Permanent Transient matrix
Classical MD
CL pl wt 15 -
p2a — — -
p2b - - —
p2c - — -
p3 - - -
Water pl wt, 14 04, 15, 21', 27", 81', 52' -
p2a - 04, 27' -
p2b - wt, 04, 14, 15, 27', 31', 51', 52 -
p2c - 04 —
p3 - - 21'
RAMD
DCL pl wt, 14 04, 15, 21', 27', 31', 51', 52' —
p2a - wt, 04 -
p2b - 27 -
p2c — 21 -
p3 — wt, 27' —
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Fig 73 | Schematic representation for three mechanisms of
ligand exchange between the buried active site of DhaA and
bulk solvent. (a) Ligand passage through a permanent tunnel;
(b) ligand passage through a transient tunnel; (e¢) ligand
passage through a protein matrix. Protein and ligand are
depicted in grey and red, respectively. Low-density region of the
protein matrix is in light grey.
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Fig 74 | The effect of mutations and CL on the opening and solvent accessibility of permanent and transient
tunnels in classical MD simulations of the wild-type DhaA and its mutants. (a) DhaA variants complexed
with DCL and CL; (b) DhaA variants complexed with DCL. Each value represents the average from two
independent simulations. Colour coding of the pathways: p1, yellow; p2a, blue; p2b, red; p2c, cyan.
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Fig 75 | Selected attractive electrostatic (ele) and van der Waals (vdw) interactions between DCL and protein
residues during release of DCL through different pathways. (a) p1 in the wild-type DhaA (trajectory r9); (b) p1 in the
04 mutant (trajectory r26); (¢) p1 in the 31' mutant (trajectory r66); (d) pl in the 51' mutant (trajectory r74); (e) p1 in
the 52' mutant (trajectory r82); (f) p2a in the wild-type DhaA (trajectory r11); (g) p2b in the 27' mutant (trajectory
r58); (h) p2c in the 21' mutant (trajectory r54); (i) p3 in the wild-type DhaA (trajectory r9). The most important
residues of the release pathways are annotated by residue identifier and colour coded: p1, yellow; p2a, blue; p2b, red;

p2c,

cyan; p3, green.
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Fig 76 | Release of CL through pl in the wild-type DhaA. (a) Distance of the CL from the halide-stabilising residues
Asn41 and Trpl07 during classical MD simulation (trajectory c1); representative snapshots are indicated by squares
and depicted (b-f): (b) the initial state (at time = 0 ns); (¢) solvation of the active site; (d) release of the CL from the
halide-stabilising residues; (e) movement of the CL through pl towards Cys176; (e) release of the CL and water

molecules to the bulk solvent; (f) transient interaction between the CL and Lys175 during the final stage of the CL
release to the bulk solvent.
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Fig 77 | Release of CL through pl in the 15 mutant. (a) Distance of the CL from the halide-stabilising residues Asn41
and Trpl07 during classical MD simulation (trajectory c¢7); representative snapshots are indicated by squares and
depicted (b-f): (b) the initial state (at time = 0 ns); (c) solvation of the active site; (d) release of the CL from the halide-
stabilising residues; (e) movement of the CL through pl towards Cys176; (e) release of the CL and water molecules to the

bulk solvent; (f) transient interaction between the CL, Cys176Tyr and Lys175 during the final stage of the CL release to
the bulk solvent.
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(a) 20 Fig 78 | Release of DCL through

pl in the wild-type DhaA. (a)
Distance of the DCL from the the
nucleophile Asp106 during RAMD
simulation (trajectory r9);
representative  snapshots are
. indicated by squares and depicted

~ (b-d): (b) DCL-Aspl06 hydrogen
bonding interaction; (e¢) DCL-
water-Aspl06 interaction; (d)
release of the DCL through pl
allowed by transient
conformational change of Pheld44
side-chain.
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Fig 79 | Release of DCL through pl in the 04 mutant. (a) Distance of the
DCL from the the nucleophile Aspl06 during RAMD simulation
(trajectory r26); representative snapshots are indicated by squares and
depicted (b-d): (b) DCL-Aspl06 hydrogen bonding interaction; (e) DCL-
water-Aspl06 interaction; (d) release of the DCL through pl allowed by
transient conformational change of Cys176Tyr and Phel44 side-chains.
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Fig 80 | Release of DCL
through pl in the 31' mutant.
(a) Distance of the DCL from
the the nucleophile Aspl06
during RAMD  simulation
(trajectory r66); representative
snapshots are indicated by
squares and depicted (b-d): (b)
DCL-Asp106 hydrogen bonding
interaction; (e¢) DCL-water-
Aspl06 interaction; (d) release
of the DCL through pl allowed
by transient conformational
change of Val245Phe and
Phel44 side-chains.

Fig 81 | Release of DCL through pl in the 51' mutant. (a) Distance of the DCL from the the nucleophile Asp106
during RAMD simulation (trajectory r74); representative snapshots are indicated by squares and depicted (b-d): (b)
DCL-Asp106 hydrogen bonding interaction; (¢) DCL-water-Asp106 interaction; (d) movement of the DCL through
pl allowed by conformational change of Alal72Phe followed by conformational change of Val245Phe and Cys176Tyr;
(e) release of the DCL to the bulk solvent allowed by transient conformational change of Phe144 side-chain.
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Fig 82 | Release of DCL through
pl in the 52' mutant. (a)
Distance of the DCL from the the
nucleophile  Aspl06  during
RAMD simulation (trajectory
r82); representative snapshots
are indicated by squares and
depicted (b-d): (b) DCL-Aspl06
hydrogen bonding interaction; (¢)
DCL-water-Aspl06 interaction
and consecutive conformational
change of aromatic side-chains of
pl; (d) release of the DCL
through pl along Alal72Phe
flipped to the bulk solvent due to
interaction with Alal45Phe.
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Fig 83 | Release of DCL through p2a in the wild-type DhaA. (a) Distance of the DCL from the the nucleophile Asp106
during RAMD simulation (trajectory r11); representative snapshots are indicated by squares and depicted (b-e): (b)
DCL-Asp106 hydrogen bonding interaction; (¢) DCL-water-Asp106 interaction; (d) fast movement of the DCL towards
Arg133; (e) release of the DCL to the bulk solvent without perturbation of Arg133-Glul40 salt link.
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Fig 84 | Release of DCL through p2b in the 27' mutant. (a) Distance of the DCL from the the nucleophile Asp106
during RAMD simulation (trajectory r58); representative snapshots are indicated by squares and depicted (b-e): (b)
DCL-Aspl106 hydrogen bonding interaction; (¢) DCL-water-Asp106 interaction and progressive conformational change
of Trpl41 and Val245Phe side-chains; (d) Argl33-DCL-Val245Phe hydrogen bonding interactions; (e) release of the
DCL to the bulk solvent and flip of Trp141 and Val245Phe side-chains to original conformations.
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Fig 85 | Release of DCL through p2c in the 21' mutant. (a) Distance of the DCL from the the nucleophile Asp106 during
RAMD simulation (trajectory r54); representative snapshots are indicated by squares and depicted (b-): (b) DCL-Asp106
hydrogen bonding interaction; (¢) DCL-water-Aspl06 interaction and perturbation of Pro210-Ile135Leu part of a (-
bridge; (d) DCL-Argl133 hydrogen bond and perturbation of Ala212-Ile135Leu part of the B-bridge; (e) release of the
DCL to the bulk solvent through the region of the original B-bridge; (f) reconstruction of the B-bridge immediately after
the release of the DCL.



4 Results

@z (b) ©)

" “%k% o
> 4 Ny \

&

Distance (A)

(d) (e)

b c d-e
1 i bl

0 L L ) 2
0 01 02 03 04 05 06

Time (ns)

/)

Fig 86 | Release of DCL through p3 in the wild-type DhaA. (a) Distance of the DCL from the the nucleophile Asp106
during RAMD simulation (trajectory r9); representative snapshots are indicated by squares and depicted (b-e): (b)
DCL-Asp106 hydrogen bonding interaction; (¢) DCL-water-Asp106 interaction and conformational change of Trpl141
and Phel49 side-chains; (d) movement of the DCL between Trpl41 and Phel49 side-chains, release of the DCL to the
bulk solvent blocked by Trp138; (e) release of the DCL to the bulk solvent allowed by transient flip of Trp138 side-
chain to the bulk solvent.

4.5 Development of CAVER 2.0 program for calculation of tunnels in protein
structures

Andres F, Benes P, Brezovsky J, Chovancova E, Jasa P, Klvana M, Kozlikova B, Medek P, Pavelka A, Szab6 T, Zamborsky M,
Zruban M (in alphabetical order), Sochor J & Damborsky J (2009). CAVER 2.0 tunnel calculation program. Human Computer
Interaction Laboratory and Loschmidt Laboratories (in alphabetical order), Masaryk University, Brno, Czech Republic.
http://www.loschmidt.chemi.muni.cz/caver

CAVER 2.0 tunnel calculation program. CAVER 2.0 provides rapid, accurate, automated calculation of tunnels
leading from buried cavities to the surface in the structural models of proteins, nucleic acids and inorganic materials.

Finding a tunnel using CAVER 2.0 algorithm. CAVER 2.0 treats atoms as spheres with diameter equal to the van
der Waals radii according to the 1999 AMBER force field (Wang et al., 2000). The Voronoi diagram for a set of atom
centres is computed starting from a user-defined buried cavity. Voronoi edges and vertices are converted to a weighted
graph using Delaunay triangulation. The weighted graph is processed by the modified Dijkstra's algorithm. The
search starts in the graph node which is closest to the cavity specified by user. The modified Dijkstra's algorithm
computes the widest tunnel with minimal length. The mouth of the tunnel is blocked and the computation is repeated
if more than one tunnel needs to be identified (Fig 87). Details of the computational procedure were described by
Medek and co-workers (Medek et al., 2007).

Implementations of CAVER 2.0 algorithm. CAVER 2.0 algorithm can be run online using CAVER Viewer GUI
Java Web Start application at http://loschmidt.chemi.muni.cz/caver/index.php?page=OnlineCAVER, and as a plugin
for PYMOL, available after cost free registration at http:/loschmidt.chemi.muni.cz/caver/index.php?page=Download.
CAVER Viewer enables visualisation of tunnel in spheres representation, and additionally provides a novel “fire spire”
model that shows the actual shape of the tunnel more accurately and highlights mutual circumfluence of
neighbouring tunnels (Fig 88). Details of the development of the CAVER Viewer GUI application were described by
Kozlikova and co-workers (Kozlikova et al., 2007). The advantage of using the plugin form of CAVER 2.0 is more
graphically advanced and bug-free PYMOL program; CAVER Viewer is still at the early stage of a rather bustling
development.

Demonstration of CAVER 2.0 functionality. Reliability of tunnels identified by temporary versions of CAVER 2.0
tunnel calculation algorithm was tested repeatedly against the set of protein structures comprising snapshots of MD
simulations of wild-type DhaA and eight mutants (Table 29 and Fig 89). Although open tunnels can be easily
identified by visual inspection of surface models of the protein structures e.g. in PYMOL, CAVER 2.0 brings several
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benefits: (i) precision in finding tunnels differing in openings to the surface (Fig 89a-c); (ii) automation; (iii) speed,
enabling processing of large set of structures in short time; (iii) identification of atoms and amino acid residues lining
the tunnel; (iv) determination of tunnel width at discrete points along the tunnel, useful for identification of
bottlenecks in tunnels; and (v) identification of tunnels that are invisible by visual inspection yet they may open for a
ligand to pass through due to dynamics of a protein in time (Fig 89ade). Known limitation of the current version of
CAVER is failure to find one of two tunnels possessing a common mouth (Fig 89de), due to blocking the mouth after

finding the first of the two tunnels, which is the current strategy used to force the algorithm to search for more than
one tunnel

User statistics. As of November 14, 2009, 2,174 users registered for CAVER 2.0; the web site of CAVER was
accessed from 15,013 unique IP addresses.

Fig 87 | Finding a tunnel using CAVER 2.0
algorithm. Weighted graph (edges, dashed lines
with numbers, connected by nodes, squares) is
generated from Delaunay triangulation (solid
lines) for the set of protein atoms (grey spheres
with centres highlighted by small orange balls).
The widest tunnel with minimal length (red
arrow) is computed from the weighted graph
using the modified Dijkstra's algorithm, starting
from the graph node (black square) closest to the
user defined point in the cavity (asterisk).
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Fig 88 | Calculation and visualisation of tunnels using CAVER Viewer application. (a) GUI with menu bar, (1), shortcut icons (2),
and structure manipulation (3), molecular graphics (4), sequence (5) and command line panes (6); (b) tunnel calculation dialog
(left) for specifying location of the starting point using (i) catalytic amino acid residues retrieved for the protein from Catalytic
Site Atlas (1), (ii) user-defined amino acid residues (2), or (iii) X, y an z coordinates (3), and specifying number of tunnels to be
computed (4); (¢) computed tunnels shown in spheres; (d) computed tunnels shown in “fire spires”.
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Fig 89 | Tunnels in the snapshots from MD simulations of DhaA identified manually and
automatically using CAVER 2.0 plugin in PYMOL. (a) open pl and p2a in the mutant 27" (trajectory
c12; snapshot 3860); (b) open pl and p2b in the mutant 27' (trajectory c11; snapshot 3960); (¢) open pl
and p2c in the mutant 04 (trajectory c4; snapshot 3810); (d) open p2a and p2b in the mutant 04
(trajectory ¢3; snapshot 3550); (e) open pl, p2a and p2b in the mutant 04 (trajectory c3; snapshot
3980). Five tunnels were calculated for each structure. Starting point was defined as a centroid of three
atoms: Ny, atom of Asn41, Op atom of Aspl106 and N, atom of Trp107. All open tunnels were identified
by CAVER 2.0 in a, b and c. p2b tunnel in d and p2a tunnel in e was not found by CAVER 2.0 due to
common mouth with p2a and p2b tunnel, respectively. In a, d and e, CAVER 2.0 identified additional
tunnels (p2¢, pl and p2c, and p2c, respectively) that were closed in the snapshots, but that are at the
same time known to open in MD simulations. Protein structures are shown in surface representation;
tunnels are in dark grey. CAVER 2.0 tunnels are shown in mesh representation and coloured by tunnel
as follows: p1, yellow; p2a, blue; p2b, red; p2c, cyan.
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5 Discussion

Nothing is not nothing because nothing is not something,
and what is not something does not exist, and what does
not exist is not, and what is not cannot be defined.

5.1 Active site access tunnels in the haloalkane dehalogenase DhaA from Rhodococcus
rhodochrous NCIMB 13064 modified using semi-rational approach yielded mutants
with significantly enhanced activity towards toxic and recalcitrant xenobiotic, 1,2,3-
trichloropropane

Klvana M, Pavlova M, Chaloupkova R, Prokop Z, Banas P, Otyepka M, Wade RC, Nagata Y & Damborsky J (2009). Redesigning
dehalogenase access tunnels as a strategy for degrading an anthropogenic substrate. Nat. Chem. Biol. 5: 727-733.

Three approaches to protein engineering. There are many documented cases of organisms acquiring the ability to
degrade anthropogenic chemicals within a few years (or less) following contact with them (Aharoni et al., 2005). It is
unclear how the enzymes involved can evolve new activities so rapidly, but the ability generally depends on the
introduction of new phenotypic traits by a small number of mutations. Three major approaches can be applied to
mimic such rapid evolution and enhance the catalytic performance of enzymes towards non-natural substrates in the
laboratory: rational protein design (Craick et al., 1985), directed evolution (Mills et al., 1967) and their
combination, theso-called semi-rational approach (Chica et al., 2005). The rational design is the most promising and
versatile approach for generating new activities, while the directed evolution seems to be the best way to optimise
catalytic properties of existing enzymes (Woycechowsky et al., 2007); the semi-rational approach then combines
advantages of both these approaches (Chica et al., 2005; Sen et al., 2007).

DhaA variants with enhanced activity towards 1,2,3-trichloropropane (TCP) have been obtained by the semi-
rational approach. In this study, we constructed a variant of the haloalkane dehalogenase DhaA from Rhodococcus
rhodochrous NCIMB 13064 with 32-fold higher catalytic activity and 26-fold higher catalytic performance for TCP
than wild-type DhaA by the semi-rational approach employing classical molecular dynamics (MD) and random
acceleration MD (RAMD) simulations with directed evolution. Identification of specific sites in the protein for
combinatorial saturation mutagenesis substantially reduced the sequence space required to isolate viable mutants: A
smart mutant library of ~ 5,000 clones yielded 51 positive clones and 25 unique sequences with improved TCP
conversion — significantly more than in a previous study in which a random library of DhaA mutants created by DNA
shuffling (Bosma et al., 2002) yielded 30 potentially positive variants out of 10,000 clones, and only one (04 mutant,
Cys176Tyr) showing improved TCP conversion. A second-generation library created by error-prone PCR provided 14
potentially positive variants and one (M2, Cysl176Tyr+Tyr273Phe) with further improved catalytic performance
(Bosma et al., 2002). However, neither the wild-type enzyme nor M2 have sufficient catalytic activity and catalytic
efficiency with TCP (k. = 0.04 and 0.14 57}, k./K, = 40 s M and 156 s M™, respectively) for biodegradation in a
continuous-flow system, which would be essential for cost-effective, full-scale bioremediation processes. The catalytic
constants of our mutant with highest activity towards TCP (ke = 1.26 57}, k./Kn = 1,050 s M) are of the same
order of magnitude as those of the haloalkane dehalogenase DhlA for 1,2-dichloroethane (k. = 3.3 s, ke/Km = 6,200
s M), which has proven utility in 1,2-dichloroethane—mineralising microorganismsused in a full-scale groundwater
purification plant (Stucki & Thueer, 1995). The haloalkane dehalogenase DhlA-producing microorganisms have
survived, grown and shown potential to degrade 1,2-dichloroethane efficiently for at least five years after the startup
of the plant. Construction of a TCP-degrading bacterium carrying the mutant dehalogenase identified in this work is
currently in progress, thus following the work of Bosma and co-workers on the wild-type DhaA (1999) and the M2
mutant (2002).

The enhanced activity of the mutant 31 is due to improved shielding of the active site from bulk solvent.. In the
present study, focusing on the apparent importance of narrowing the main access tunnel (Banas et al., 2006), the
most active mutant 31 contains the large aromatic residues in four out of five positions targeted by mutagenesis,
leading to the most occluded active site. Product release was a rare event in random acceleration molecular dynamics
(RAMD) simulations of variant 31', and classical molecular dynamics (MD) simulations of its enzyme-substrate
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complex showed that the modification of its entrance pathways restricts access of water molecules to the occluded
active site cavity. One water molecule must be present in the active site as a co-substrate for the hydrolytic step, but
additional water molecules inhibit carbon-halogen bond cleavage (Devi-Kesavan & Gao, 2003; Hur et al., 2003;
Olsson & Warshel, 2004). Rapid quench-flow analysis confirmed indications from MD simulations that carbon-
halogen bond cleavage is the rate-limiting step for TCP conversion by the wild-type DhaA — as reported previously
(Bosma et al., 2003) — and that this step is significantly improved in the 31 mutant. The observed switch of the
rate-limiting step from the chemical reaction to the product release in the 31 mutant documents the trade-off that
favours catalysis in the occluded active site and disfavours product release. Substrate mapping for the 31 mutant
showed that it also has increased activity towards other 1,2-dihaloethanes and 1,2-dihalopropanes, in accordance with
the proposed limitation of carbon-halogen bond cleavage for these substrates. Precise formation of the activated
complex and stabilisation of the transition state are important for the initial bimolecular nucleophilic substitution
(Sx2) step in the conversion of 1,2-halogenated substrates by the haloalkane dehalogenases, since halogen
substitutents in the 1,2-position strongly sterically hinder the nucleophilic attack.

Engineering the active site access pathways has applicability for optimising enzymes with buried active sites.
Comparative analysis of X-ray crystal (XC) structures suggested that access tunnels substantially influence
haloalkane dehalogenases substrate specificity and activity (Marek et al., 2000) and it was verified by exhaustive
site-directed mutagenesis of the tunnel amino acid residue Leul77 in the haloalkane dehalogenase LinB
(Chaloupkova et al., 2003). Access tunnels have also been shown to affect the substrate specificity of cytochrome
P450s (Winn et al., 2002; Schleinkofer et al., 2005; Cojocaru et al., 2007). Numerous reports describing variants
of several enzymes carrying single-point mutations in access tunnels with modified specificities, enantioselectivities
or activities (Carmichael & Wong, 2001; Lauble et al., 2002; Schmitt et al., 2002; Chaloupkova et al., 2003;
Fedorov et al., 2004; Fishman et al., 2004; Kotik et al., 2007; Feingersch et al., 2008) support the general
applicability of redesigning access tunnels to alter enzymes’ activities. Here we have demonstrated the utility of
simultaneously randomising several residues that influence ligand and water passage through access tunnels for
optimising tunnel anatomy, physicochemical properties and dynamics. In summary, we provide experimental evidence
that the activity of enzymes towards anthropogenic substrates can be improved by modifying access routes connecting
the buried active site cavity with the surrounding solvent. The results indicate that identifying hot spot amino acid
residues lining access tunnels by MD simulations combined with exhaustive mutagenesis by directed evolution may
be a valuable, generally applicable methodology for engineering new biocatalysts with buried active sites. The tunnel
amino acid residues remote to the active site represent good targets for mutagenesis since their replacement may not
lead to loss of functionality by disruption of the active site architecture.

5.2 MD simulations identified five product release and water exchange pathways in

DhaA variants
Klvana M, Pavlovd M, Koudeldkova T, Chaloupkova R, Dvotrdak P, Prokop Z, Stsiapanava A, Kuty M, Kutd-Smatanova I,
Dohnalek J, Kulhdnek P, Wade RC & Damborsky J (2009). Pathways and mechanisms for product release in the engineered

haloalkane dehalogenases explored using classical and random acceleration molecular dynamics simulations. J. Mol. Biol. 392:
1339-1356.

Five product release and water exchange pathways were identified of which three were not evident from X-ray
crystal (XC) structures. Two distinct tunnels, named the main tunnel and the slot tunnel, could be identified in the
XC structures of the haloalkane dehalogenases (Otyepka & Damborsky, 2002; Petiek et al., 2006). The
simulations conducted with wild-type DhaA confirm the relevance of the main tunnel (pathway pl) and the slot
tunnel (pathway 2a) for release of products and exchange of water molecules between the buried active site and the
bulk solvent. p1 is observed as the only release pathway for chloride anion (CL). The release of CL was observed only
in wild-type DhaA and mutant 15, most probably due to limited time available in the classical MD simulations for the
CL to become hydrated. Nevertheless, the proposed role of pl for CL release is supported by the presence of iodide
anions in the XC structure of DhaA from Rhodococcus sp., PDB-ID 1CQW (Newman et al., 1999). The structure
reveals two iodide binding sites: (i) iodide anion positioned between the halide-stabilising residues Asn41 and Trp107
and (ii) iodine covalently attached to the Sy of Cys176 (Newman et al., 1999). An imaginary line connecting the two
iodide binding sites goes through the p1 pathway. p1 is also the dominant release pathway for 2,3-dichloropropane-1-
ol (DCL) and for exchange of water molecules between the active site and bulk solvent. p2a functions as an auxiliary
pathway for DCL and water molecules. The release of DCL through the pathway corresponding to p2a was also
observed in the recent MD simulations of enzyme—product complexes of the phylogenetically closely related
haloalkane dehalogenase LinB (Negri et al., 2007). Besides pl and p2a, the simulations revealed the additional p2b
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and p2c for water molecules and p3 for DCL in wild-type DhaA. While p2b can be related to a deep surface depression
in the three available XC structures of DhaA (Newman et al., 1999), no indication for p2c or p3 can be Hund in these
structures. DCL passing through p3 forms a transient tunnel, while water molecules pass directly through the protein
matrix of the region p3. MD simulations suggest that p2b and p2c function as auxiliary pathways for water molecules,
especially in the presence of charged CL in the active site. Interestingly, p2b is the preferred route for the exchange of
water molecules over p2a and is observed in all but one DhaA variant.

Protein dynamics is important determinant of accessibility of ligand exchange pathways. It is noteworthy that all
the pathways are located along highly mobile secondary structure elements of the DhaA cap domain comprising the
N-terminal cap domain loop (NC loop), the variable N-terminal part of the a4 helix, the breakage point in the a5 helix
at Glyl171, the variable C-terminal part of the a5 helix, and the C-terminal cap domain loop, CC loop (Otyepka &
Damborsky, 2002). The larger backbone fluctuations during the passage of CL, DCL, or water molecules through a
pathway compared to the free, unliganded pathway also suggest that the mobility can be further enhanced by
interactions with small molecules. Apparently, some of the functionally relevant pathways are not observable in the
XC structures and MD simulations are necessary for their identification (Liidemann et al., 2000a; Winn et al.,
2002; Wade et al., 2004; Schleinkofer et al., 2005; Carlsson et al., 2006; Wang & Duan, 2007). Previous studies
on other systems have also shown that flexibility of loops and helices controls accessibility of the active site, for
example, in cytochrome P450 (Liidemann et al., 2000b; Prasad et al., 2000; Dunn et al., 2001; Podust et al.,
2001; Wade et al., 2004; Li et al., 2005; Schleinkofer et al., 2005; Seifert et al., 2006; Cojocaru et al., 2007; Yao
et al., 2007), acetylcholinesterase (Tara et al., 1999), gpH1 receptor (Strasser & Wittmann, 2007), and haloalkane
dehalogenase LinB (Negri et al., 2007). We further demonstrate that all relevant pathways in wild-type DhaA and
its mutants can be identified by monitoring of the exchange of solvent between the buried active site and the protein
surface.

5.3 Solvation of products is essential for their release from buried active site of DhaA

variants
Klvana M, Pavlova M, Koudeldkova T, Chaloupkova R, Dvorak P, Prokop Z, Stsiapanava A, Kuty M, Kuta-Smatanova I,
Dohnalek J, Kulhdnek P, Wade RC & Damborsky J (2009). Pathways and mechanisms for product release in the engineered

haloalkane dehalogenases explored using classical and random acceleration molecular dynamics simulations. J. Mol. Biol. 392:
1339-1356.

CL release is triggered and assisted by water molecules. Specific interactions between the two products, CL and
DCL, the protein, and water solvent are essential for release of products from the buried active sites of haloalkane
dehalogenases. CL formed during the dehalogenation reaction is strongly bound in between two halide-stabilising
residues, which are present in all currently known haloalkane dehalogenases (Verschueren et al., 1993d; Kennes
et al., 1995; Damborsky et al., 1997; Krooshof et al., 1997; Damborsky & Koca, 1999; Newman et al., 1999;
Schindler et al., 1999; Marek et al., 2000; Bohac et al., 2002; Janssen, 2004; Chovancova et al., 2007). The
halide ion is positioned in between the two halide-stabilising residues in all XC structures of haloalkane
dehalogenases, with the exception of enzyme-substrate complexes with the halide-binding site occupied by the
substrate molecule (Verschueren et al., 1993d; Newman et al., 1999; Marek et al., 2000). The stabilisation of
halide ions is weaker in DhaA than in DhlA due to the different chemistry of the halide-stabilising residues. DhaA
possesses tryptophan and asparagine, whereas DhIA has two tryptophans (Schindler et al., 1999; Boha¢ et al.,
2002). The stronger stabilisation of the halide product in DhlA, together with its occluded active site and different
location of a catalytic acid, may explain the limitation of the reaction cycle by the halide release (Schanstra et al.,
1996b; Pikkemaat et al., 1999). In DhaA, halide release is a fast process, showing no effect on overall kinetics
(Bosma et al., 2002). The release of CL from DhaA is clearly triggered by water molecules. The CL bound in the
active site induces a strong electrostatic field, which attracts water molecules from the bulk solvent to the active site
not only through tunnels pl and p2a but also through three auxiliary water pathways p2b, p2c, and p3. Water
molecules compete with the halide-stabilising residues for favourable interactions with CL and facilitate the release of
CL from the active site. This proposal is in very good agreement with the classical MD simulations of product release
from the haloalkane dehalogenase LinB (Negri et al., 2007). In DhaA, CL leaves the active site through pl
surrounded by water molecules. The polar residue Lys175 located at the mouth opening of the main tunnel of DhaA
guides solvated CL out of the main tunnel to the surrounding solvent.

DCL release is triggered by water molecules and guided by interactions with aromatic amino acid residues. Both
molecular docking and MD simulations suggest that the DCL, formed during the dehalogenation reaction, makes a
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hydrogen bond with the nucleophile Asp106. This interaction could explain inhibition of TCP dehalogenation by DCL
product. Disruption of this interaction is assisted by water molecules and represents one of the limiting events of DCL
release. Several polar residues located along the release pathways make contacts with DCL during its release. Very
important is van der Waals and electrostatic attraction of DCL by His272 in pl. Strong interaction of the alcohol
product with the conserved catalytic histidine has been described for the enzyme-DCL complex of LinB (Monincova
et al., 2007) as well as for other enzyme-product complexes of this enzyme (Marek et al., 2000; Streltsov et al.,
2003; Oakley et al., 2004). Another important interaction made by DCL, when moving away from the active site via
p2a, p2b, and p2¢, is with the polar Argl33. Argl33 controls p2a opening by transient formation of a salt link to
Glul40. Favourable electrostatic and van der Waals interactions are provided by several aromatic side-chains in pl,
p2b, and p3. Bulky aromatic side-chains function as gatekeepers and must undergo conformational change to increase
the accessibility of the pathway for bulky DCL. If two or more aromatic side-chains form the gate, they change
conformation in a simultaneous or consecutive way, depending on their location along the pathway. DCL moves
through a pathway taking advantage of temporarily increased local space due to natural protein breathing motions,
which may be further enhanced by a DCL molecule. This is in agreement with studies describing the accessibility of
pathways that are being controlled locally by (i) hydrogen-bonding and salt link interactions, described for cytochrome
P450 (Deprez et al., 1994; Di Primo et al., 1997; Lounnas & Wade, 1997; Oprea et al., 1997; Liidemann et al.,
2000a; Dunn et al., 2001; Winn et al., 2002; Li et al., 2005; [Yao et al., 2007) and acetylcholinesterase (Kovach et
al., 1994; Enyedy et al., 1998), and (ii) aromatic gating, described for cytochrome P450 (Liidemann et al., 2000a;
Liidemann et al., 2000b; Winn et al., 2002; Li et al., 2005), acetylcholinesterase (Ripoll et al., 1993; Enyedy et
al.,, 1998; Tara et al.,, 1999; Van Belle et al.,, 2000; Xu et al., 2003), NADH oxidase (Hritz et al., 2006),
horseradish peroxidase (Khajehpour et al., 2003; Zelent et al., 2004), and myoglobin (Teeter, 2004).

5.4 Mutations change the accessibility of the pathways in DhaA variants

Klvana M, Pavlovd M, Koudeldkova T, Chaloupkova R, Dvordk P, Prokop Z, Stsiapanava A, Kuty M, Kutd-Smatanova I,
Dohnaélek J, Kulhanek P, Wade RC & Damborsky J (2009). Pathways and mechanisms for product release in the engineered
haloalkane dehalogenases explored using classical and random acceleration molecular dynamics simulations. /. Mol. Biol. 392:
1339-1356.

Effect of amino acid residue substitutions on accessibility of auxiliary exchange pathways is mutation- and
ligand-dependent. The eight mutants of the DhaA haloalkane dehalogenase studied here carry various substitutions
in the residues lining the main tunnel and the slot tunnel. The mutations show diverse effects on the accessibility of
individual pathways for individual ligands. Four out of five possible pathways (p1, p2a, p2b, and p2c) are accessible
for water molecules in wild-type DhaA, whereas one pathway (p3) becomes accessible for water molecules only after
introducing the Trp141Phe substitution in mutant 21'. Residue 141, together with Phel49, forms a gate that controls
accessibility of p3. The release of DCL through p3 is observed in mutant 27', but not in mutant 21', suggesting that p3
is hardly accessible for bulky alcohol regardless of the residue in position 141. On the other hand, Trp141Phe and
Ile135Val are required to allow accessibility of p2b and p2c¢ pathways for DCL. I1e135 is the key residue controlling the
access to p2a, p2b, and p2c because its substitution to bulky phenylalanine effectively closes up p2a, p2b, and p2c for
DCL and p2a and p2c for water molecules.

Main tunnel is the only pathway that could not be sealed against ligand exchange by amino acid residue
substitutions. The only pathway that could not be completely blocked is p1. This is the main release pathway for DCL
and is accessible even after the cumulative introduction of four aromatic substitutions. Introduction of aromatic
substitutions in p1 (Cys176Tyr, Val245Phe, Ala172Phe, and Alal45Phe) seems to decrease its accessibility for DCL in
the presence of two substitutions but surprisingly seems to restore the accessibility for DCL by the third and fourth
substitutions in mutants 51' and 52'. It is noteworthy that many aromatic residues are packed close to each other in
the active site (His272, Tyr273, Phel52, and Phel68) and p1 (Phel44, Alal45Phe, Phel49, Ala172Phe, Cys176Tyr, and
Val245Phe) of mutant 52'. We propose that an effective gating is established because product release is not impaired
in mutant 52' and the water molecules can enter the occluded active site once CL is formed during the dehalogenation
reaction. Such an aromatic gating is a common way by which enzymes with buried active sites control accessibility
during the reaction cycle. An interesting example of aromatic gating has been described for acetylcholinesterase
(Ripoll et al., 1993; Kovach et al., 1994; Tara et al., 1999; Bui et al., 2003). The gate of the main gorge of
acetylcholinesterase is formed by four aromatic residues, and their pinching movement (Tara et al., 1999; Bui et al.,
2003), together with loop motion (Kovach et al.,, 1994) and strong dipole moment (Ripoll et al., 1993), is
responsible for the enzyme operating nearthe diffusion-limited rate.
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5.5 Mutations change the mechanism of ligand exchange in DhaA variants
Klvana M, Pavlovd M, Koudeldkova T, Chaloupkova R, Dvotrdk P, Prokop Z, Stsiapanava A, Kuty M, Kutd-Smatanova I,
Dohnalek J, Kulhdnek P, Wade RC & Damborsky J (2009). Pathways and mechanisms for product release in the engineered

haloalkane dehalogenases explored using classical and random acceleration molecular dynamics simulations. JJ. Mol. Biol. 392:
1339-1356.

Three common mechanisms for exchange of products and water are exploited by DhaA. Passage through a
permanent tunnel, passage through a transient tunnel, and passage through a protein matrix were observed in
classical MD and RAMD simulations of in the wild-type DhaA and its mutants. These mechanisms have analogies in
other proteins. The exchange of ligands through permanent tunnels has been described for numerous proteins
possessing a crystallographically observable tunnel in their structure (Sevinc et al., 1999; Tara et al., 1999; Podust
et al., 2001; Henchman et al., 2002; Otyepka & Damborsky, 2002; Chelikani et al., 2003; Wade et al., 2004;
Jakopitsch et al., 2005; Wen et al., 2005; Ye et al.,, 2006; Cojocaru et al., 2007; Negri et al., 2007). The
exchange through the transient tunnels corresponds to exchange through a so-called naturally fluctuating bottleneck
(Zwanzig, 1992), which is a common mechanism to transiently enable access and egress of ligands in and out of the
active site in the regions of lower density of protein atoms. This mechanism was previously reported for cytochrome
P450 (Deprez et al., 1994; Liiddemann et al., 2000b; Dunn et al., 2001; Seifert et al., 2006), acetylcholinesterase
(Van Belle et al., 2000; Bui et al., 2003), NADH oxidase (Hritz et al., 2006), T4 lysosyme (Carugo & Argos,
1998), and horseradish peroxidase (Zelent et al., 2004). Passage of the ligands through the protein matrix is a well-
documented phenomenon for gas migration in haem proteins (Di Primo et al., 1997; Teeter, 2004; Cohen et al.,
2006; Lavalette et al., 2006; Ye et al., 2006).

Single amino acid residue substitution causes change of the main tunnel from permanently to transiently open.
To study the effect of mutations on the mechanism of ligand exchange, we attempted to assign one of three
mechanisms to every ligand exchange observed in our molecular dynamic simulations. By comparing the mechanisms
of the wild-type enzyme with its mutants, we demonstrated that substitutions introduced into the tunnels changed
not only the accessibility of the individual pathways (see 5.4) but also the mechanism of ligand exchange in the case of
the p1 pathway. This pathway follows the permanent tunnel in the wild-type DhaA. The XC structures of the mutants
show that a single aromatic substitution in the tunnel results in its closure. However, MD reveals that ligands can
pass through the pl pathway even in the mutants with four aromatic substitutions. This is possible due to ligand-
induced changes in the protein structure that cause the pathway to open up transiently to allow release of products.
The opening of pl can also be induced by water molecules entering the active site through pl due to strong
electrostatic attraction by CL. This solvation of the active site through the transiently opened tunnel is observed even
in mutant 52' with the most occluded active site. The substitutions for aromatic residues in pl changed the
mechanism for ligand exchange from the passage through a permanent tunnel to the passage through a transient
tunnel.
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Problems often arise from incorrect interpretation of
incomplete data.

Conclusion 1 | Using classical MD and RAMD simulations, three amino acid residues, Ile135, Val245 and Leu246,
were proposed for saturation mutagenesis of the Cys176Tyr+Tyr273Phe mutant of the haloalkane dehalogenase
DhaA. The saturation mutagenesis then yielded mutants with catalytic performance of 1,2,3-trichloropropane (TCP)
conversion increased up to 26-fold (mutant 31).

Conclusion 2 | The enhanced activity of the DhaA mutants with TCP is due to improved shielding of the buried
active site from bulk solvent at substrate binding and/or bimolecular nucleophilic substitution step of the reaction
cycle. The shielding is best achieved by Cys176Tyr+Val245Phe+I1e135Phe substitutions of the mutant 31.

Conclusion 3 | Two active site access pathways, pl and p2a, corresponding to crystallographically observable main
tunnel and slot tunnel, respectively, and three additional pathways, p2b, p2c and p3, were identified among wild-type
DhaA and eight mutants using classical MD and RAMD simulations.

Conclusion 4 | Release of chloride anion product of TCP conversion is triggered and assisted by water; release of
2,3-dichloropropane-1-0l (DCL) product is also triggered by water and guided by aromatic amino acid residues and by
hydrogen bonding interactions.

Conclusion 5 | pl is the major product release and water exchange pathway, robust against sealing attempted by
four aromatic amino acid residue substitutions (Cys176Tyr+Val245Phe+Alal72Phe+Alal45Phe). Other pathways are
auxiliary (p2a, p2b and p2c) or rare (p3). Accessibility of the auxiliary pathways is DCL- and/or water-specific and
shows high sensitivity to substitution at position of the wild-type Ile135.

Conclusion 6 | Three mechanisms of ligand exchange are exploited among DhaA variants: passage through a
permanent tunnel, passage through a transient tunnel and migration through a protein matrix. Main tunnel changes
from permanently open to transiently open tunnel by single Cys176Tyr substitution.

Conclusion 7 | CAVER 2.0, a program for calculation of tunnds in protein structures, is available at:

http:/www.loschmidt.chemi.muni.cz/caver. The program can be used as a PYMOL plugin, or as a Java Web Start
application, CAVER Viewer.
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enzyme-substrate complex concentration
empirical valence bond

error-prone polymerase chain reaction
permitivity of free space

dielectric constant of medium

phenylalanine

free energy perturbation

fluorescence resonance energy transfer
1994 Cornell force field

guanine

glycine

gas chromatography
glycine

glutamine

glutamic acid
glutamate

glycol nucleic acid

histidine

hydrogen

hydrogen/deuterium

Hydrogen and Hydration in proteins Database
histidine

heteronuclear single quantum coherence
Planck's constant

isoleucine

inhibitor concentration

isoleucine

AMBER atom type for chloride anion

International Nucleotide Sequence Database Collaboration
isopropyl-B-D-thiogalactopyranoside

iterative saturation mutagenesis

increamental truncation for creation of hybrid enzymes
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dissociation constant

equilibrium inhibition constant

apparent dissociation (Michaelis) constant
Koshland-Némethy-Filmer

Boltzmann constant
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catalytic constant

performance constant
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ligand concentration

lysogeny broth

locally enhanced sampling

leucine

linear response approximation

the last universal common ancestor
lysine

methionine
molar concentration
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MCS multiple copy site
MD molecular dynamics

Met methionine

MM molecular mechanics
MR molecular replacement
MS mass spectrometry

MWC Monod-Wyman-Changeux
mM millimolar concentration
ms millisecond

N asparagine
nitrogen
NAC near attack configuration
Na,SO, sodium sulphate
NC neutron crystallography
NCloop N-terminal cap domain loop
NexT nucleotide exchange and excision technology
NM normal mode
NMA normal mode analysis
NMR nuclear magnetic resonance
NOESY nuclear Overhauser effect spectroscopy

O, molecular oxygen

P proline
[P] protein concentration; product concentration

PCR polymerase chain reaction

PDB Protein Data Bank

Phe phenylalanine
PISA Protein Interfaces, Surface and Assemblies
[PL] concentration of protein-ligand complex

Pro proline

Q glutamine
QM gquantum mechanics

R arginine
universal gas constant
RACHITT random chimeragenesis on transient templates
RAMD random acceleration molecular dynamics
R-DCL (R)-2,3-dichloropropane-1-ol
RESP restrained electrostatic potential fit
RETT recombined extension on truncated templates
R-factor global reliability factor
R,erge diffraction data reliability factor
RMS root-mean-square
RMSD root-mean-square deviation
RNA ribonucleic acid
RNDM random drift mutagenesis
RPR random priming recombination

S serine
[S] substrate concentration
SANS small angle neutron scattering
SAXS small angle X-ray scattering
SCOP Structural Classification Of Proteins
S-DCL (S)-2,3-dichlororopane-1-ol
Sec selenocysteine
Ser serine
SeSaM sequence saturation mutagenesis
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Sn2
StEP

TCP

Thr
TLS

TMD
TNA
TOCSY
TROSY
Trp
Tyr

USMD

UVRR

Val
VIS
Vmax

XC

steered molecular dynamics
bimolecular nucleophilic substitution
staggered extension process

second

thyime

threonine

temperature
1,2,3-trichloropropane

dynamic transition temperature
threonine
translation-libration-screw

targeted molecular dynamics

threose nucleic acid

total correlation spectroscopy

transverse relaxation optimised spectroscopy
tryptophane

tyrosine

uaracil

selenocysteine

umbrella sampling molecular dynamics
ultra-violet

UV resonance RAMAN

valine

valine

visible spectrum
maximum reaction velocity
tryptophane

tyrosine
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You scream as it enters your bloodstream; erupts your
brain from the pain these thoughts contain.
— Elgin Turner
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Damborsky J (2009). Redesigning dehalogenase access tunnels as a strategy for degrading an
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Abstract | Engineering enzymes to degrade anthropogenic compounds efficiently is challenging. We obtained Rhodococcus
rhodochrous haloalkane dehalogenase mutants with up to 32-fold higher activity than wild-type toward the toxic, recalcitrant
anthropogenic compound 1,2,3-trichloropropane (TCP) using a new strategy. We identified key residues in access tunnels
connecting the buried active site with bulk solvent by rational design and randomized them by directed evolution. The most active
mutant has large aromatic residues at two out of three randomized positions and two positions modified by site-directed
mutagenesis. These changes apparently enhance activity with TCP by decreasing accessibility of the active site for water
molecules, thereby promoting activated complex formation. Kinetic analyses confirmed that the mutations improved carbon-
halogen bond cleavage and shifted the rate-limiting step to the release of products. Engineering access tunnels by combining
computer-assisted protein design with directed evolution may be a valuable strategy for refining catalytic properties of enzymes
with buried active sites.

Keywords | haloalkane dehalogenase; 1,2,3-trichloropropane; tunnel; semi-rational design; molecular dynamics; saturation
mutagenesis; enhanced activity; reaction mechanism; substrate specificity.

Author contributions | Paviovd performed mutagenesis and activity measurements; Klvaria performed molecular modelling and
designed mutants; Prokop performed pre-steady state kinetics measurements; Chaloupkovd performed CD spectroscopy
measurements and solvent kinetic isotopic effect measurements; Band$ and Otyepka designed mutants; Wade contributed the
RAMD modelling tool; Tsuda and Nagata contributed molecular biology tools; Damborsky interpreted data and designed mutants.
All authors contributed to the writing of the paper.
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Submission process | Received 11 March 2009; received in revised form 25 June 2009; accepted 29 June 2009; available online 3
July 2009. Edited by David A. Case.

Abstract | Eight mutants of the DhaA haloalkane dehalogenase carrying mutations at the residues lining two tunnels,
previously observed by protein X-ray crystallography, were constructed and biochemically characterized. The mutants showed
distinct catalytic efficiencies with the halogenated substrate 1,2,3-trichloropropane. Release pathways for the two dehalogenation
products, 2,3-dichloropropane-1-ol and the chloride ion, and exchange pathways for water molecules, were studied using classical
and random acceleration molecular dynamics simulations. Five different pathways, denoted pl, p2a, p2b, p2c, and p3, were
identified. The individual pathways showed differing selectivity for the products: the chloride ion releases solely through pl,
whereas the alcohol releases through all five pathways. Water molecules play a crucial role for release of both products by
breakage of their hydrogen-bonding interactions with the active-site residues and shielding the charged chloride ion during its
passage through a hydrophobic tunnel. Exchange of the chloride ions, the alcohol product, and the waters between the buried
active site and the bulk solvent can be realized by three different mechanisms: (i) passage through a permanent tunnel, (ii)
passage through a transient tunnel, and (iii) migration through a protein matrix. We demonstrate that the accessibility of the
pathways and the mechanisms of ligand exchange were modified by mutations. Insertion of bulky aromatic residues in the tunnel
corresponding to pathway p1 leads to reduced accessibility to the ligands and a change in mechanism of opening from permanent
to transient. We propose that engineering the accessibility of tunnels and the mechanisms of ligand exchange is a powerful
strategy for modification of the functional properties of enzymes with buried active sites.

Keywords | haloalkane dehalogenase; product release; random acceleration molecular dynamics; tunnel; water exchange.

Author contributions | Klvaria performed molecular modelling, designed mutants and interpreted data; Pavlovd performed
mutagenesis, activity measurements and inhibition kinetics; Koudeldkovd performed mutagenesis; Chaloupkovd performed CD
spectroscopy measurements; Dvorak performed activity measurements; Prokop performed inhibition kinetics; Stsiapanava, Kuty,
Kutd-Smatanovd and Dohndlek determined X-ray crystal structures of mutant proteins; Kulhdnek and Wade contributed the
RAMD modelling tool; Damborsky designed mutants and interpreted data. All authors contributed to the writing of the paper.
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— Gary Grice

The electronic version of the dissertation thesis and the summary of the dissertation thesis in PDF format
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supplementary material is available on a DVD attached to the inside front cover. All files can be accessed by
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Never make your home in a place. Make a home for
yourself inside your own head. You'll find what you need
to furnish it — memory, friends you can trust, love of
learning, and other such things. That way it will go with
you wherever you journey.

— Tad Williams
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